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Copenhagen, January 2007
Jens Christian Refsgaard

"Life can only be understood backwards; but it must be lived forwards"
Søren Kierkegaard (1813-1855)
Publikationerne og materialet i denne doktorafhandling beskriver en række videnskabelige undersøgelser af hydrologisk modellering på oplandsskala i relation til vandressourceforvaltning. Hver af de 15 publikationer fokuserer på dele af det overordnede emne spændende fra udvikling af nye koncepter og modelkoder til modelanvendelser; fra punktskala til oplandsskala; fra modellering af vandstrømninger til transport af opløste og reaktive stoffer; fra fokus på planlægning til real-tids oversvømmelsesvarsling og videre til tværgående emner og protokoller for selve modelleringssprocessen.

Afhandlingens kapitel 2 præsenterer protokoller for hydrologisk modellering og en diskussion af interaktionen mellem hydrologisk modellering og vandressourceforvaltning. Endvidere forklares den terminologi og den tilgrundlæggende videnskabelige tankegang samt den klassifikation af modeltyper, som benyttes i resten af afhandlingen. Kapitel 3 indeholder resumer af modellstudier baseret på ni af publikationerne. Vurderingerne af disse publikationers bidrag til ny viden på det tidspunkt de blev publiceret og af emner som ikke blev behandlet i publikationerne, viser en betydelig udvikling gennem de sidste 25 år. Fx indeholder de første publikationer om udvikling af nye modelkoder, intet om verifikation af modellkode, validering af modeller mod uafhængige data eller usikkerhedsvurderinger – emner som i dag betrages som meget væsentlige. Eksemplerne illustrerer ligeledes, hvordan generelle emner som skalaproblemer og model validering gradvis udviklede sig med baggrund i erfaringer og erkendte problemer fra modellstudier, som egentlig havde andre formål. Kapitel 4 præsenterer og diskuterer herefter fire generelle emner: (a) heterogenitet og skalerering; (b) konfirmation, verifikation, kalibrering og validering af modeller; (c) usikkerhedsvurderinger; og (d) kvalitetssikring af modelleringssprocessen.

Mine væsentligste bidrag til ny videnskabelig viden har været indenfor de følgende fem områder:

1. **Ny konceptuel forståelse og tilhørende kodeudvikling.** Suså modellen var baseret på en ny forståelse af interaktionen mellem overfladevand og grundvand i moræneområder og bragte ny viden om hvorledes grundvandsindvinding påvirker vandløb i sådanne oplande.

2. **Validering af modeller.** Arbejdet med rigoristiske principper for validering af modeller og eksempler på anvendelser for såvel 'lumped conceptual' og 'distributed physically-based' modeller har været en grundpille gennem de sidste 15 år af min forskning. Specielt er introduktionen af begrebet 'conditional validation' ny.

3. **Skalering.** Mit arbejde har ikke 'løst' skalaproblemerne, men bidrager til at tydeliggøre de principielt forskellige metoder med fokus på deres respektive forudsætninger og begrænsninger.

4. **Usikkerhedsvurderinger.** En betydelig del af min forskningsaktivitet gennem de sidste 10 år har fokuseret på usikkerhedsaspekter. Mit hovedbidrag i den sammenhæng har været introduktion af bredere usikkerhedsaspekter i hele modelleringssprocessen samt arbejdet med usikkerheder på modellstruktur.

5. **Protokoller for hydrologisk modellering og kvalitetssikring af modelleringssprocessen.** Den omfattende og detaljerede modelleringssprotokol, som blev udviklet i HarmoniQuA projektet, er en formalisering og udmentning af erfaring fra de foregående 25 års arbejde med hydrologisk modellering. De ny elementer heri er den fokus der lægges på (a) den interaktive dialog mellem modellør, vandressourceforvalter, reviewer, interessenter og offentligheden; (b) usikkerhedsvurderinger som et løbende element gennem hele modelleringssprocessen; (c) model validering; og (d) introduktion af erfaringer og subjektiv viden via eksterne reviews.
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Abstract

The publications and material presented in this thesis describe a series of scientific investigations on catchment modelling in relation to water resources management. Each of the 15 publications represents parts of the overall topic ranging from development of new concepts and model codes to model applications; from point scale to catchment scale; from flow modelling to transport and reactive modelling; from planning type applications to real-time forecasting and further on to crosscutting issues and protocols for the modelling process.

The thesis starts with a presentation of protocols for the hydrological modelling process together with a discussion of the interaction between the water resources planning and management process and the hydrological modelling process. This includes a definition of terminology, a discussion of the underlying scientific philosophy and a classification of hydrological models. The following chapter comprises summaries of cases of simulation models based on nine of the publications. The post evaluations of the contributions to scientific knowledge in the publications and the issues not taken into account in the earlier publications reveal significant developments over the years. For example the first publications focussing on development of new model codes did not put any emphasis on rigorous verification or validation tests nor on uncertainty assessments, which are key issues today. The cases furthermore illustrate how general issues such as scaling and model validation gradually emerged from experiences and problems encountered in catchment studies that had other primary objectives. The next chapter then provides a presentation and discussion of four general issues: (a) catchment heterogeneity and scaling; (b) confirmation, verification, calibration and model validation; (c) uncertainty assessment; and (d) quality assurance in model based water management.

My main contributions to scientific knowledge have been in the following five areas:

1. **New conceptual understanding and code development.** The Suså model was based on a new conceptual understanding of the surface water/groundwater interaction in moraine catchment and brought new insight into the effect of groundwater abstraction on streamflow in catchments with such hydrogeological characteristics.

2. **Model validation.** The work on rather rigorous principles for model validation and the examples of their application both for lumped conceptual and distributed physically based models is a cornerstone in my research. In particular the introduction of the term ‘conditional validation’ is novel.

3. **Scaling.** The framework on scaling does not ‘solve’ the scaling problem but contributes to clarifications on applicable methodologies with focus on their respective assumptions and limitations.

4. **Uncertainty assessment.** During the past decade a considerable part of my research work has focussed on uncertainty aspects. I consider my main contributions in this respect to be the introduction of the broader uncertainty aspects integrated into the modelling framework and the work with model structure uncertainty.

5. **Modelling protocols and guidelines for quality assurance in the modelling process.** The comprehensive modelling protocol developed within the HarmoniQuA project is a formalisation of experience and practises that have gradually emerged over the years. The novel elements are the emphasis on (a) the interactive dialogue between modeller, water manager, reviewer, stakeholders and the public; (b) uncertainty assessments throughout the modelling process; (c) model validation; and (d) experience and subjective knowledge introduced through external model reviews.
1. Introduction

1.1 Water Resources Management and Hydrological Modelling

"Scarcity and misuse of fresh water pose a serious and growing threat to sustainable development and protection of the environment. Human health and welfare, food security, industrial development and the ecosystems on which they depend, are all at risk, unless water and land resources are managed more effectively in the present decade and beyond than they have been in the past". (ICWE, 1992)

"The fact that the world faces a water crises has become increasingly clear in recent years. Challenges remain widespread and reflect severe problems in the management of water resources in many parts of the world. These problems will intensify unless effective and concerted actions are taken". (WWAP, 2003)

The first of the above quotes presents the status and the future challenges facing hydrologists and water resources managers as summarised in the introductory paragraph of the Dublin Statement on Water and Sustainable Development (ICWE, 1992). The second quote is from the first chapter of the UN World Water Development Report "Water for People, Water for Life" which is a collaborative effort of 23 UN agencies and convention secretariats co-ordinated by the World Water Assessment Programme.

Thus the challenges in water resources management are enormous, both at the global scale as illustrated above and at smaller scales as for instance outlined in the vision for the European water sector recently formulated by the European Water Supply and Sanitation Technology Platform (WSSTP, 2005).

The present thesis deals with hydrological modelling. It must be emphasised that modelling in itself is not sufficient to address these challenges. Modelling only constitute one, among several, sets of tools that can be used to support water resources management. Computer based hydrological models have been developed and applied at an ever increasing rate during the past four decades. The key reasons for that are twofold: (a) improved models and methodologies are continuously emerging from the research community, and (b) the demand for improved tools increases with the increasing pressure on water resources. Overviews of the status and development trends in catchment scale hydrological modelling during this period can be found in Fleming (1975) and Singh (1995).

1.2 Objective and Content

The objective of this thesis is to present the contributions to scientific knowledge that has emerged from the research described in the 15 appended publications. I have structured the thesis with an aim of presenting my research contributions within a framework of catchment modelling and its application to support water resources management.
The next chapter (Chapter 2) therefore presents an overall framework of the water resources management and planning process and the modelling process and the interaction between these two processes. Here the terminology and modelling protocol are introduced and discussed. This chapter is based on publications [7], [12] and [13], i.e. mainly some of my most recent work.

Chapter 3 comprises a number of examples of simulation models ranging from point scale to catchment scale, from flow modelling to transport and reactive modelling and from planning type applications to real-time forecasting. This chapter is based on publications [1], [2], [3], [4], [5], [6], [8], [9] and [10], i.e. mainly some of my earlier work.

Chapter 4 then provides a presentation and discussion of key and cross-cutting issues in hydrological modelling such as scaling, model validation, uncertainty assessment and quality assurance. These issues that were introduced as part of the overall framework in Chapter 2 are here discussed with reference to the experience and findings made in the publications. This chapter includes ideas, views and material from all the 15 publications, but with more emphasis on some of the more general purpose publications [6], [7], [10], [11], [12], [13], [14] and [15].

Finally, Chapter 5 contains some conclusions and perspectives for future work.

Thus I have not structured the content of this report according to the chronology of my publications [1] – [15]. The reason for this is that my most recent work provides a broader and better overview of the topic and is thus better suited for providing a framework for my earlier work.
2 Water Resources Management and the Modelling Process

2.1 Modelling as Part of the Planning and Management Process

Integrated Water Resources Management (IWRM) is “a process, which promotes the co-ordinated development and management of water, land and related resources, in order to maximise the resultant economic and social welfare in an equitable manner without compromising the sustainability of vital ecosystems” (GWP, 2000). In the EU Water Framework Directive (WFD) Guidance Document on Planning Processes planning is defined as “a systematic, integrative and iterative process that is comprised of a number of steps executed over a specified time schedule” (EC, 2003b). In all new guidelines on water resources management the importance of integrated approaches, cross-sectoral planning and of public participation in the planning process are emphasised (GWP, 2000; EC, 2003b; Jønch-Clausen, 2004).

Models describing water flows, water quality, ecology and economy are being developed and used in increasing number and variety to support water management decisions. The interactions between the modelling process and the water management process are illustrated in Figs. 1 and 2. Fig. 1 shows the key actors in the water management process and the five steps that the modelling process typically may be decomposed in. The organisation that commissions a modelling study is denoted the water manager. This is often the competent authority, but can also be a stakeholder such as a water supply company. The role of the government is most often limited to providing the enabling environment such as legislation, research and information infrastructure. The typical cyclic and iterative character of the water management process, such as the WFD process, is illustrated in Fig. 2, where the interaction with the modelling process is illustrated by the large circle (water management) and the four smaller supporting circles (modelling). The WFD planning process, as most other planning processes, contains four main elements:

1. **Identification** including assessment of present status, analysis of impacts and pressures and establishment of environmental objectives. Here modelling may be useful for example for supporting assessments of what are the reference conditions and what are the impacts of the various pressures (EC, 2004).

2. **Designing** including the set up and analysis of programme of measures designed to be able in a cost effective way to reach the environmental objectives. Here modelling will typically be used for supporting assessments of the effects and costs of various measures under consideration.

3. **Implementing** the measures. Here on-line modelling in some cases may support the operational decisions to be made.

4. **Evaluation** of the effects of the measures on the environment. Here modelling may support the monitoring in order to extract maximum information from the monitoring data, e.g. by indicating errors and inadequacies in the data and by filtering out the effects of climate variability.
It is important to note that the modelling studies typically do not address the entire planning and management process, but rather support certain elements of the process. Modelling is applied as a response (but usually not the only response) to an identified problem and can provide support for water management decisions. The types of interactions between the modelling process and the planning and management process are:

Fig. 1 The role of the modelling process and the water management decision process (inspired from Pascual et al. (2003)).
The modelling process starts with a thorough *framing of the problem* to be addressed and definition of modelling objectives and requirements for the modelling study (Step 1 in Fig. 1). Water managers and stakeholders dominate this step, which basically is identical to part of the broader planning process. A participatory based assessment of the most important sources of uncertainty for the decision process should be used as a basis for prioritising the elements of the modelling study. The uncertainty assessments made at this stage will typically be qualitative.

*The main modelling itself* is composed of steps 2, 3 and 4 of Fig. 1. Here the link with the main planning process consists of dialogue, reviews and discussions of preliminary results. The amount and type of interaction here depends on the level of public participation that may vary from case to case from providing information over consultation to active involvement (Henriksen et al., submitted).

*The finalisation of the modelling study* (equivalent to the last step in Fig. 1), typically including *scenario simulations*. Here the water managers and the stakeholders again have a dominant role. The decisions made at the outcome of this step on the basis of modelling results are made in the context of the main planning process. Uncertainty assessment of model predictions is a crucial aspect of the modelling results and should be communicated in a way that is accessible for the stakeholders in the further water management process.

*Fig. 2 The role of modelling in the water management process within the context of the EU Water Framework Directive (WFD)*
2.2 Terminology and Scientific Philosophical Basis for the Modelling Process

2.2.1 Background

As pointed out in [12] a key problem in relation to establishment of a theoretical modelling framework is confusion on terminology. For example the terms validation and verification are used with different, and sometimes interchangeable, meanings by different authors. The confusion arises from both semantic and philosophical considerations (Rykiel, 1996). Another important problem is the lack of consensus related to the so far non-conclusive debate on the fundamental question concerning whether a water resources model can be validated or verified, and whether it as such can be claimed to be suitable or valid for particular applications (Konikow and Bredehoeft, 1992; De Marsily et al., 1992; Oreskes et al., 1994).

An important issue in relation to validation/verification is the distinction between open and closed systems. A system is a closed system if its true conditions can be predicted or computed exactly. This applies to mathematics and mostly to physics and chemistry. Systems where the true behaviour cannot be computed due to uncertainties and lack of knowledge on e.g. input data and parameter values are called open systems. The systems we are dealing with in water resources management, based on geosciences, biology and socio-economy, are open systems. According to Konikow and Bredehoeft (1992) and Oreskes et al. (1994) it is not possible to verify or validate models of open systems.

Finally, the principles have to reflect and be in line with the underlying philosophy of environmental modelling that have changed significantly during the past decades. In the early days many of us were focussing on the huge potentials of sophisticated models in a way that in retrospect may be characterised as rather naive enthusiasm (e.g. Freeze and Harlan (1969); Abbott, 1992). The dominant views today appears to be a much more balanced and mature view (e.g. Beven, 2002a; Beven, 2002b).

2.2.2 Terminology and guiding principles

According to the terminology presented in [12] the simulation environment is divided into four basic elements as shown in Fig. 3. The inner arrows describe the processes that relate the elements to each other, and the outer circle refers to the procedures that evaluate the credibility of these processes.

In general terms a model is understood as a simplified representation of the natural system it attempts to describe. However, a distinction is made between three different meanings of the general term model, namely the conceptual model, the model code and the model that here is defined as a site-specific model. The most important elements in the terminology and their interrelationships are defined as follows:

*Reality*: The natural system, understood here as the study area.

*Conceptual model*: A description of reality in terms of verbal descriptions, equations, governing relationships or ‘natural laws’ that purport to describe reality. This is the user's perception of the key hydrological and ecological processes in the study area (perceptual model) and the corresponding
simplifications and numerical accuracy limits that are assumed acceptable in order to achieve the purpose of the modelling. A conceptual model thus includes both a mathematical description (equations) and a descriptions of flow processes, river system elements, ecological structures, geological features, etc. that are required for the particular purpose of modelling. By drawing an analogy to scientific philosophical discussion the conceptual model in other words constitutes the scientific hypothesis or theory that we assume for our particular modelling study.

![Conceptual Model Diagram]

Fig. 3 Elements of a modelling terminology [12].

*Model code:* A mathematical formulation in the form of a computer program that is so generic that it, without program changes, can be used to establish a model with the same basic type of equations (but allowing different input variables and parameter values) for different study areas.

*Model:* A site-specific model established for a particular study area, including input data and parameter values.
Model confirmation: Determination of adequacy of the conceptual model to provide an acceptable level of agreement for the domain of intended application. This is in other words the scientific confirmation of the theories/hypotheses included in the conceptual model.

Code verification: Substantiation that a model code is in some sense a true representation of a conceptual model within certain specified limits or ranges of application and corresponding ranges of accuracy.

Model calibration: The procedure of adjustment of parameter values of a model to reproduce the response of reality within the range of accuracy specified in the performance criteria.

Model validation: Substantiation that a model within its domain of applicability possesses a satisfactory range of accuracy consistent with the intended application of the model.

Model set-up: Establishment of a site-specific model using a model code. This requires, among other things, the definition of boundary and initial conditions and parameter assessment from field and laboratory data.

Simulation: Use of a validated model to gain insight into reality and obtain predictions that can be used by water managers. This includes insight into how reality can be expected to respond to human interventions. In this connection uncertainty assessments of the model predictions are very important.

Performance criteria: Level of acceptable agreement between model and reality. The performance criteria apply both for model calibration and model validation.

Domain of applicability (of conceptual model): Prescribed conditions for which the conceptual model has been tested, i.e. compared with reality to the extent possible and judged suitable for use (by model confirmation).

Domain of applicability (of model code): Prescribed conditions for which the model code has been tested, i.e. compared with analytical solutions, other model codes or similar to the extent possible and judged suitable for use (by code verification).

Domain of applicability (of model): Prescribed conditions for which the site-specific model has been tested, i.e. compared with reality to the extent possible and judged suitable for use (by model validation).

2.2.3 Scientific philosophical aspects

The credibility of the descriptions or the agreements between reality, conceptual model, model code and model are evaluated through the terms confirmation, verification, calibration and validation. Thus, the relation between reality and the scientific description of reality which is constituted by the conceptual model with its theories and equations on flow and transport processes, its interpretation of the geological system and ecosystem at hand, etc., is evaluated through the confirmation of the conceptual model. By using the term confirmation in connection with conceptual model, it is implied that it is never considered possible to prove the truth of a theory/hypothesis and as such of a conceptual model. And even if a site-specific
model is eventually accepted as valid for specific conditions, this is not a proof that the conceptual model is true, because, due to non-uniqueness, the site-specific model may turn out to perform right for the wrong reasons.

The fundamental view expressed by scientific philosophers is that verification and validation of numerical models of natural systems is impossible, because natural systems are never closed and because the mapping of model results are always non-unique (Popper, 1959; Oreskes et al., 1994). I agree that it is not possible to carry out model verification or model validation, if these terms are used universally, without restriction to domains of applicability and levels of accuracy.

[12] note, however, that Popper (1959) distinguished between two kinds of universal statements: the 'strictly universal' and the 'numerical universal'. The strictly universal statements are those usually dealt with when speaking about theories or natural laws. They are a kind of 'all-statement' claiming to be true for any place and any time. In contrary, numerical universal statements refers only to a finite class of specific elements within a finite individual spatio-temporal region. A numerical universal statement is thus in fact equivalent to conjunctions of singular statements.

The restrictions in use of the terms confirmation, verification and validation imposed by the respective domains of applicability imply, according to Popper’s views, that the conceptual model, model code and site-specific models can only be classified as numerical universal statements as opposed to strictly universal statements. This distinction is fundamental for the terminology described in [12] and its link to scientific philosophical theories. Consequently the terms verification and validation should never be used without qualifiers.

An important aspect of the framework outlined in [12] lies in the separation between the three different ‘versions’ of the word model, namely the conceptual model, the model code and the-site specific model. Due to this distinction it is possible, at a general level, to talk about confirmation of a theory or a hypothesis about how nature can be described using the relevant scientific method for that purpose, and, at a site-specific level, to talk about validity of a given model within certain domains of applicability and associated with specified accuracy limits.
2.3 Modelling Protocol

The procedure for applying a hydrological model is often denoted a modelling protocol. It comprises a series of actions to be followed in a sequential or iterative form. The modelling protocol presented in [7] for distributed catchment modelling was inspired by the groundwater community (Anderson and Woessner, 1992). It was subsequently used in the Danish Handbook for Groundwater Modelling (Henrikson et al., 2001) that has been used extensively in practice since its emergence. A more recent modelling protocol, developed within the context of the EU research project HarmoniQuA, is reported in [13] and Scholten et al. (2007). The two protocols are illustrated in Figs. 4 and 5.

Fig. 4 The modelling protocol from [7].
A modelling study will involve several phases and several actors. A typical modelling study will involve the following four different types of actors:

1. **The water manager**, i.e. the person or organisation responsible for the management or protection of the water resources, and thus responsible for the modelling study and the outcome (the problem owner).
2. **The modeller**, i.e. a person or an organisation that works with the model conducting the modelling study. If the modeller and the water manager belong to different organisations, their roles will typically be denoted consultant and client, respectively.
3. **The reviewer**, i.e. a person that is conducting some kind of external review of a modelling study. The review may be more or less comprehensive depending on the requirements of the particular case. The reviewer is typically appointed by the water manager to support the water manager to match the modelling capability of the modeller.
4. **The stakeholders/public**. A stakeholder is an interested party with a stake in the water management issue, either in exploiting or protecting the resource. Stakeholders include the following different groups: (i) competent water resource authority (typically the water manager, cf. above); (ii) interest groups; and (iii) general public.

The modelling process may, according to [13], be decomposed into five major steps which again are decomposed into 48 tasks (Fig. 5). The contents of the five steps are:

1. **STEP 1 (Model Study Plan)**. This step aims to agree on a Model Study Plan comprising answers to the questions: Why is modelling required for this particular model study? What is the overall modelling approach and which work should be carried out? Who will do the modelling work? Who should do the technical reviews? Which stakeholders/public should be involved and to what degree? What are the resources available for the project? The water manager needs to describe the problem and its context as well as the available data. A very important task is then to analyse and determine the various requirements of the modelling study in terms of the expected accuracy of modelling results. The acceptable level of accuracy will vary from case to case and must be seen in a socio-economic context. It should, therefore, be defined through a dialogue between the modeller, water manager and stakeholders/public. In this respect an analysis of the key sources of uncertainty is crucial in order to focus the study on the elements that produce most information of relevance to the problem at hand.

2. **STEP 2 (Data and Conceptualisation)**. In this step the modeller should gather all the relevant knowledge about the study basin and develop an overview of the processes and their interactions in order to conceptualise how the system should be modelled in sufficient detail to meet the requirements specified in the Model Study Plan. Consideration must be given to the spatial and temporal detail required of a model, to the system dynamics, to the boundary conditions and to how the model parameters can be determined from the available data. The need to model certain processes in alternative ways or to differing levels of detail in order to enable assessments of model structure uncertainty should be evaluated. The availability of existing computer codes that can address the model requirements should also be addressed.

3. **STEP 3 (Model Set-up)**. Model Set-up implies transforming the conceptual model into a site-specific model that can be run in the selected model code. A major task in Model Set-up is the processing of data in order to prepare the input files necessary for executing the model. Usually, the model is run within a Graphical User Interface (GUI) where many tasks have been automated. The GUI speeds
up the generation of input files, but it does not guarantee that the input files are error free. The modeller performs this work.

1. **STEP 4 (Calibration and Validation)**. This step is concerned with the process of analysing the model that was constructed during the previous step, first by calibrating the model, and then by validating its performance against independent field data. Finally, the reliability of model simulations for the intended domain of applicability is assessed through uncertainty analyses. The results are described so that the scope of model use and its associated limitations are documented and made explicit. The modeller performs this work.

1. **STEP 5 (Simulation and Evaluation)**. In this step the modeller uses the calibrated and validated model to make simulations to meet the objectives and requirements of the model study. Depending on the objectives of the study, these simulations may result in specific results that can be used in subsequent decision making (e.g. for planning or design purposes) or to improve understanding (e.g. of the hydrological/ecological regime of the study area). It is important to carry out suitable uncertainty assessments of the model predictions in order to arrive at a robust decision. As with the other steps, the quality of the results needs to be assessed through internal and external reviews. Each of the last four steps is concluded with a reporting task followed by a review task. The review tasks include dialogues between water manager, modeller, reviewer and, often, stakeholders/public. The protocol includes many feedback possibilities (Fig. 5).

A comparison of the old protocol (Fig. 4) and the one decade younger HarmoniQuA protocol (Fig. 5) shows some interesting developments:

1. The basic sequence of the prescribed activities in the protocols is the same. The HarmoniQuA protocol is much more detailed than the old one, but there are no fundamental disagreements between the two.

1. The HarmoniQuA protocol puts much more emphasis on the framing of the modelling study. This is only considered in one box in Fig. 4 and not given much weight in [7], while it is one full Step comprising seven tasks in Fig 5. This implies for instance that requirements on performance criteria and uncertainty assessments are introduced rather late in the old protocol, while it is an important part of Step 1 in the HarmoniQuA protocol.

1. There is much emphasis on uncertainty assessments throughout the modelling process in the HarmoniQuA protocol, while uncertainty assessments are only considered as part of model calibration and simulation in the old protocol.

1. The HarmoniQuA protocol is part of a quality assurance framework with much emphasis on the role play between the various actors in the modelling process. This results in stakeholder involvement, peer reviews, focus on reporting and dialogue between water manager and modeller. In contrary to this, the old protocol only focuses on the modeller.

These developments reflect a process from guidance to the modeller only (old protocol) towards guidance to all actors involved in the modelling process (HarmoniQuA). This process has been inspired by feedbacks from introducing the old protocol to real world applications, where it was realised that a broader concept was required.
Fig. 5 The five modelling steps and the 48 tasks in the HarmoniQuA modelling protocol. The diagram is an updated version of Fig. 5 in [13] (Refsgaard et al., 2006).
2.4 Classification of Models

Many attempts have been made to classify hydrological models (or model codes). Refsgaard (1996) presented the classification shown in Fig. 6 that I have used in all papers of the present thesis. Deterministic models can be classified according to whether the model gives a lumped or a distributed description of the considered area, and whether the description of the hydrological processes is empirical, conceptual, or more physically-based. A lumped model implies that the catchment is considered as one computational unit. A distributed model, on the other hand, provides a description of catchment processes at geo-referenced computational grid points within the catchment. An intermediate approach is a semi-distributed model, which uses some kind of distribution, either in sub-catchments or in hydrological response units, where areas with the same key characteristics are aggregated to sub-units without considering their actual locations within the catchment. Examples of hydrological response units considered in semi-distributed models are elevation zones, which are relevant for snow modelling, and combinations of soil and vegetation type, which may be relevant for simulation of root zone processes such as evapotranspiration and nitrate leaching.

As most conceptual models are also lumped, and as most physically-based models are also distributed, the three main classes emerge:

- Empirical (black box)
- Lumped conceptual models (grey box)
- Distributed physically-based (white box)

The classification is discussed in some details in Refsgaard (1996). Here, the focus is on the two traditional approaches in deterministic hydrological catchment modelling, namely the lumped conceptual and the distributed physically-based ones. The fundamental difference between these two types of models lies in their process descriptions and the way spatial variability is treated. The distributed physically-based models contain equations which have originally been developed for point scales and which provide detailed descriptions of flows of water and solutes. The variability of catchment characteristics is accounted for explicitly through the variations of hydrological parameter values among the different computational grid points. This approach leaves the variability within a grid as un-accounted for, which in some cases is of minor importance but in other cases may pose a serious constraint. The lumped conceptual models uses empirical process descriptions, which have built-in accounting for the spatial variability of catchment characteristics.
Typical examples of lumped conceptual model codes are the Stanford Watershed Model (Crawford and Linsley, 1966), the Sacramento (Burnash, 1995), the HBV (Bergström, 1995) and the NAM (Nielsen and Hansen, 1973). Typical examples of distributed physically-based model codes are the MIKE SHE (Abbott et al., 1986a, b; Refsgaard and Storm, 1995) and the Thales (Grayson et al., 1992a, b). Groundwater model codes like MODFLOW belong to the distributed physically-based class.

The classification has some shortcomings that should be noted. First of all, the use of the term 'conceptual model' is unfortunate, because this is a different meaning of the term as compared to the definition given in Section 2.2 and used in the modelling protocols (Section 2.3). This can cause some confusion, but to introduce a new term completely different from what is used by almost all other scientists in the community of catchment modelling may cause even more confusion. Secondly, and more fundamental, the names of the classes should be considered as relative rather than absolute. For example Beven (1989) argued that in most applications physically-based models are used as lumped conceptual models at the grid scale. As discussed in [4] I agree that some degree of lumping and conceptualisation will always need to take place, but that in spite of this there is a fundamental difference in the functioning and, as shall also be discussed later, of the applicability of the two model types.
3 Simulation of Hydrological Processes at Catchment Scale

In this chapter some modelling examples from the publications are briefly summarised and discussed within the framework outlined in Chapter 2.

3.1 Flow modelling

3.1.1 Groundwater/surface water model for the Suså catchment ([1], [2])

Summary

The publications [1] and [2] describe a new model code and the set-up, calibration and validation of a model for a 1,000 km² area. Further details can be found in Stang (1981), Refsgaard (1981) and Refsgaard and Stang (1981). The objectives of the study were to develop a spatially distributed groundwater/surface water model code and apply it to the Suså catchment with a particular focus on the stream-aquifer interaction in a hydrogeological system consisting of confined aquifer-aquitard-phreatic aquifer and to test the model for prediction of the hydrological consequences on streamflows and hydraulic heads of groundwater abstraction.

The new model code was rather complex and computationally demanding at the time of development. Thus, standard 30 years model simulations could only be carried out as night runs at the main frame computer at DTU’s computer centre.

The model area comprising the Suså and the neighbouring Køge Å catchments is located in the central and southern part of Zealand. The model area, the topographic divides and the groundwater model polygonal mesh are shown in Fig. 7. The overall structure of the model is outlined in Fig. 8. It consists of four separate components for the confined regional aquifer, the aquitard, the phreatic aquifer and the root zone. The spatial distribution and the degree of physical basis differ between the four components. The time steps in the calculations are one day in all parts of the model.

The confined aquifer is described by a two-dimensional integrated finite difference model with 112 polygons. For the phreatic aquifer consisting of till with very small transmissivities and for the aquitard each of the polygons are distributed further into four sub-polygons based on hypsographic curves (Fig. 9). Due to small scale topographic variations the flows in the aquitard in most polygons are upwards in some parts and downwards in other parts of the polygon. A correct representation of these flows between the regional aquifer and the phreatic aquifer that discharges the rivers is crucial for achieving a good description of the stream-aquifer interaction. Without such approach allowing a description of both upwards and downwards flows in the aquitard within the same polygon a much finer spatial resolution with 10-100 times as many polygons would have been required. This would have been impossible 25 years ago due to computational constraints.
The root zone component calculated the net precipitation that recharged the phreatic aquifer. The modelling area was divided into seven sub-areas with separate precipitation input and soil parameters. Furthermore, the spatial variation in vegetation was accounted for by dividing each of these seven areas into five vegetation areas based on agricultural statistics and one meadow (wetland) area. This makes the total distribution to 42 sub-areas where each sub-area is a kind of 'hydrological response unit', i.e. a semi-distributed approach. The root zone calculations were based on a box approach with four layers in the root zone.

Fig. 7 Topographic divides, groundwater polygonal mesh, precipitation gauging stations and precipitation zones of the Suså model.
Fig. 8 The structure of the Suså model

Fig. 9 Hypsographic curve for polygon 21 and areas represented by the four sub-polygons.
Fig. 10 Examples of simulation results from soil moisture in root zone, hydraulic head of regional confined aquifer and river discharge.

The model was calibrated against soil moisture data from four experimental plots, time series of hydraulic heads from 40 observation wells in the regional aquifer and streamflow from six gauging stations. Examples of simulation results from the calibration period are shown in Fig. 10 which shows excellent curve fits. The groundwater and aquitard models were calibrated, along with the code development itself, using all available hydraulic head data from the period 1950-80. Between 1964 and 1970 the groundwater abstraction to Copenhagen Water Supply from the Regnemark Waterworks in the Køge Å catchment was increased from zero to about 15 million m³/year. The remaining model components
were calibrated against only some of the available streamflow data, namely some of the data from the Suså catchment, while amongst others Køge Å data were not used for calibration.

While the simulation of streamflows in the Køge Å catchment in [1] was characterised as a “half-way test of the model’s ability to simulate streamflow from ungauged catchments” no systematic validation tests against independent data were carried out as part of the study. Some years later the model simulations were extended with new data from the period 1981-87, where the groundwater abstractions had changed slightly. In this post audit validation study the model simulations were found to match the observations to the same degree of accuracy as during the calibration period (Jensen and Jørgensen, 1988).

The model’s ability to simulate the streamflow depletion caused by a groundwater abstraction from the regional confined aquifer was tested on historical data from the Køge Å catchment. Fig. 11 shows simulated streamflow assuming actual groundwater abstraction from the Regnemark Waterworks starting in 1964, \( Q_{\text{sim}} \), and assuming no abstracting from Regnemark, \( Q^1_{\text{sim}} \). The recorded streamflow fits reasonably well with \( Q_{\text{sim}} \). The difference \( Q^1_{\text{sim}} - Q_{\text{sim}} \), which is the simulated streamflow depletion caused by the increased groundwater abstraction, is seen to have a clear seasonal variation with smaller depletion during the dry summer periods and larger depletion during the wet winter season.

![Fig. 11 Comparison of 15 days moving average streamflows for Køge Å (lower) and the relative streamflow depletion caused by the groundwater abstraction (upper)](image-url)
Discussion - post evaluation

Most other catchment models existing when the Suså model code was developed were either purely rainfall runoff models of the lumped conceptual type, such as the classical Stanford Watershed Model (Crawford and Linsley, 1966), the HBV (Bergström and Forsman, 1973; Bergström, 1976) and the NAM (Nielsen and Hansen, 1973) or purely groundwater models (Prickett and Lonnquist, 1971; Thomas, 1973). A few authors had concluded that coupled groundwater/surface water modelling was essential (e.g. Luckner, 1978; Lloyd, 1980) and some had outlined specific, but not yet operational, concepts (e.g. Freeze and Harlan, 1969; Wardlaw, 1978; Jønch-Clausen, 1979). In some studies groundwater models and rainfall-runoff models were used at the same catchment, but without coupling (e.g. Weeks et al., 1974). Thus, apparently no other model had previously been used to dynamically simulate coupled groundwater/surface water conditions at catchment scale (rainfall, evapotranspiration, surface near runoff, groundwater recharge, groundwater heads, baseflow discharge from aquifers to streams).

During the decade following [1] and [2] a few model codes with integrated groundwater/surface water descriptions emerged. The most prominent of these codes was the SHE (Abbott et al., 1986a, b) and its operational daughter codes, MIKE SHE from DHI (Refsgaard and Storm, 1995) and SHETRAN from University of Newcastle (Bathurst and O'Connell, 1992), which both are used today, although in later versions. Other operational models from that period were described by Miles and Rushton (1983), Christensen (1994) and Wardlaw (1994). Miles and Rushton (1983) used a simpler root zone and surface water component than [1] together with a two-dimensional finite difference groundwater model and monthly time steps. Christensen (1994) developed a model for the Tude Å catchment (a neighbour to Suså) that conceptually was similar and a little bit simpler than [1]. Wardlaw et al. (1994) used the concepts outlined in Wardlaw (1978) coupling the Stanford Watershed Model with a finite-difference groundwater model and a channel routing model for simulation of discharge and groundwater levels in the Allen catchment in England.

During the past decade the number of integrated modelling codes has exploded. The existing codes today can be considered to fall in three classes: (a) fully integrated codes such as MIKE SHE (Graham and Butts, 2005); (b) couplings of existing groundwater codes and surface water codes such as MODFLOW and SWAT (Perkins and Sophocleous, 1999); and (c) codes based on the fully 3-dimensional Richards' equation (Panday and Hayakorn, 2004). Independent reviews of the scientific basis and practical applicability of a number of recent integrated model codes are provided by e.g. Kaiser-Hill (2001) and Tampa Bay Water (2001).

A major novelty of [1] and [2] was that the Suså model code was one of the first codes, which integrated surface water and groundwater descriptions, and the first of its kind applied operationally to moraine landscapes. The model results were unique with respect to simulation of the dynamics of the groundwater/surface water interaction, as for instance reflected by the annual hydraulic head fluctuations and the streamflow depletion due to the groundwater abstraction. Furthermore the study provided new insights and understanding on the mechanisms that governed streamflow depletion due to groundwater abstraction from confined aquifers in moraine catchments. In contrary to the traditional type curve analyses which were used extensively in hydrogeology to analyse test pumpings and to predict the effects of abstractions, [1] and [2] were based on non-stationary analysis which, as evident from the annual variations of streamflow depletion shown in Fig. 11, turns out to be crucial. The only modelling study from the following decade that considered the dynamics of the stream-aquifer interaction in moraine catch-
ments in connection with groundwater abstraction was Christensen (1994) who basically confirmed the results of [2].

The spatial distribution and the degree of physical basis differ between the four components of the Suså model. The groundwater model can be characterised as distributed physically-based, the aquitard model as semi-distributed physically-based and the phreatic aquifer and root zone models as semi-distributed conceptual. In contrary to for instance the later SHE code (Abbott et al, 1986a, b), the Suså model code was not generic, because it could not be applied to other catchments without changes in the code. Furthermore, it was tailored to the specific hydrological conditions prevailing in the Suså catchment and could for instance not be applied to an alluvial unconfined aquifer.

In retrospect, it is interesting to observe that issues related to the credibility of model simulations were not critically analysed or discussed in [1] and [2]. First of all, aspects of code verification were not dealt with in the publications, although a major novelty of the work was the development of a completely new code. Secondly, and maybe more surprisingly, model validation and uncertainty assessments of model simulations were almost not addressed. By using all the available groundwater head data for calibration the opportunity to make split-sample validation test against parts of the data or even the unique opportunity to calibrate on data before the groundwater abstraction and validate on data after the abstraction (differential split-sample test according to Klemes (1986)) were not utilised. By not addressing the uncertainty and by not conducting rigorous validation tests the reader may be left with the, undocumented, impression that the curve fitting in Fig. 10 is supposed to reflect the predictive capability of the model. That the model proved to perform well in a subsequent post-audit validation study could not be known at the time of [1] and [2].

The other integrated groundwater/surface water modelling studies from the following decade (Miles and Rushton, 1983; Christensen, 1994; Wardlaw, 1994) had the same characteristics, i.e. only focus on calibration and model prediction but no mentioning of verification of the new model codes, no model validation tests against independent data and no uncertainty assessments. The SHE study reported by Bathurst (1986a, b) focussing on surface water hydrology did include split-sample validation testing and sensitivity analysis. For surface water (rainfall-runoff) modelling studies focusing more on model applications than code developments split-sample testing was more common (e.g. Bergström, 1976; WMO, 1975; WMO 1988) but uncertainty assessment was not systematically carried out and usually not even considered until Beven called for it (Beven, 1989; Beven and Binley, 1992). Altogether, this illustrates a very significant development in the modelling practise during these three decades.
3.1.2 Application of SHE to catchments in India ([4], [5])

Summary
The publications [4] and [5] describe the set-up, calibration and validation of the ‘Système Hydrologique Européen’ (SHE) code to six sub-catchments totalling about 15,000 km² of the Narmada basin in India, Fig. 12. The objective of the papers was to describe experiences from applying a distributed physically-based code like SHE to large basins with rather limited data coverage compared to previous SHE applications to research catchments. In contrary to the Suså study in [1] and [2], the India study did not include any code development, except for data processing utility software. Instead it comprised application of an existing code (Abbott et al., 1986a,b) to conditions that were far beyond the conditions for which the SHE had previously been tested in terms of catchment size, data coverage and hydrological regime (Bathurst, 1986a).

Fig. 12 Location map for the Narmada and the six sub-catchments.

Applicationwise, the study focused on simulation of catchment runoff, i.e. surface water aspects only. The model structure was as illustrated in Fig. 17. The groundwater zone was, however, considered only with one layer, i.e. a 2-dimensional groundwater model, and there were no data from observation wells to allow a calibration of the groundwater part of the model. The six models were set-up with a 2 km x 2 km computational grid. A split-sample approach was used with typically three years for model calibrations and other three years for the subsequent model validation.
The data requirements for a SHE based model is substantial and much larger than for a rainfall-runoff model of lumped conceptual type that previously had been applied to such types of catchments. A major challenge of the study was therefore to identify, collect and process data and to check their quality. Data were collected from more than 15 different agencies belonging to many different ministries and the data quality varied substantially.

Another challenge was how to assess parameter values in a distributed model when data, in contrary to the previous tests on small experimental catchments like in Bathurst (1986a), are scarce. Each of the grid points in a distributed model is characterised by one or more parameters. Although the parameter values in principle (as in nature) vary from grid point to grid point, it is neither feasible nor desirable to allow the parameter values to vary so freely. Instead, a given parameter should only reflect the significant and systematic variation described in the available field data. Therefore a parameterisation procedure was developed, where representative parameter values were associated to individual soil types, vegetation types, geological layers, etc. This process of defining the spatial pattern of parameter values effectively reduced the number of free parameter coefficients, which needs to be adjusted in the subsequent calibration procedure. For example, the 820 km² Kolar catchment is parameterised into three soil classes and 10 land use/soil depth classes. For the soil type classes calibration was allowed for the hydraulic conductivity in the unsaturated zone (for each soil type class the conductivity could vary among three different land uses => nine parameter values). For the land use/soil depth classes the calibration parameters comprised soil depths (10 parameters in total) and the Strickler overland flow coefficients for four land use types (four parameters in total). Further three parameters were subject to calibration (hydraulic conductivity in the saturated zone, an (empirical) by-pass coefficient and a surface retention parameter; all kept constant throughout the catchment). Although the 26 calibration parameters could not be assessed from field data alone, but had to be modified through calibration, the physical realism of the parameter values resulting from the subsequent calibration procedure could be evaluated from available field data.

The simulation results are illustrated in Fig. 13 as hydrographs for the largest sub-catchment and in Fig. 14 as annual runoff and annual peaks for all six sub-catchments. In both figures the results are for the validation periods, where results are slightly poorer as compared to the calibration periods. In [4] the rainfall-runoff simulation results were characterised as having the same degree of accuracy as would have been expected with simpler hydrological models of the lumped conceptual type. The results therefore suggested that application of complex data demanding models like the present SHE approach are not justified in cases where the modelling objective is limited to simulation of catchment runoff and where observed runoff records exist for calibration purposes. No attempts were made in the study to test the capability of a model without calibration.

After the first calibration and validation tests had been made, field investigations were carried out in the Kolar catchment during a 2½ week period to improve the parameter estimates, mainly for soil and vegetation parameters, and to evaluate the importance of additional field data. Subsequently, the Kolar model was recalibrated in such a way that rather narrow constraints were put on the range of values allowed for the key parameters. The final model, based on the additional data, produced simulation results of same quality as the preliminary model with respect to simulated hydrograph. Although it is argued in [5] that the final model is believed to give an improved physical representation of the hydrological regime, it is concluded that a good match between observed and simulated outlet hydrographs does not provide a sufficient guarantee of a hydrologically realistic process description.
Fig. 13 Observed and simulated hydrographs for the Narmada at Manot during the validation period 1985 and 1987.

Fig. 14 Simulated monthly runoff during monsoon season (left) and simulated annual peak discharge compared with measured values during validation periods for all six sub-catchments.
Discussion - post evaluation

At the time of [4] and [5] lumped conceptual catchment model codes such as HBV (Bergström, 1992) and NAM (Jenck-Chlausen and Refsgaard, 1984) had been used operationally for two decades, typically for catchments ranging from a few km² to more than 10,000 km².

At the same time distributed physically-based models had mainly been tested on flood events on small catchments that typically had very good data due to experimental instrumentation (Loague and Freeze, 1985; Bathurst 1986a; Grayson et al., 1992a,b; Troch et al., 1993). Loague and Freeze (1985) compared a quasi-physically based model with a regression model and a unit hydrograph model on three experimental catchments, the 0.1 km² R-5, Chickasha, Oklahoma, the 7.2 km² WE-38, Klingertown, Pennsylvania and the 0.1 km² HB-6, West Thornton, New Hampshire. Bathurst (1986a) applied the SHE to the simulation of flood events for the 10.6 km² experimental Wye catchment in Wales. Grayson et al. (1992a,b) applied the THALES to the simulation of flood events for the 7.0 ha Wagga catchment in Australia and the 4.4 ha Lucky Hill catchment at the Walnut Gulch Experimental Area in Arizona. Troch et al. (1993) applied a model based on a 3-dimensional numerical solution to Richards’ equation to the 7.2 km² WE-38 catchment and a 0.64 km² subcatchment.

To my knowledge the only examples until then of distributed physically-based model studies including applications on several hundred km² catchments and continuous simulation for periods of several years were the coupled groundwater/surface water models discussed in the previous section ([1]; [2]; Miles and Rushton, 1983; Christensen, 1994; Wardlaw et al., 1994) that all had distributed physically-based groundwater components and lumped (or semi-distributed) conceptual surface water components and some models such as WATBAL (Knudsen et al., 1986) that had semi-distributed surface water components and lumped conceptual groundwater components.

During the following few years a few additional catchment scale studies with continuous simulations of distributed physically-based models emerged. One example is Querner (1997) who applied the MOGROW to the 6.5 km² Hupselse Beek catchment simulating both discharge and groundwater head dynamics. Another example is Kutchment et al. (1996) who simulated surface water processes for the 3315 km² Ouse catchment. The study of Kutchment et al (1996) had many similarities with [4] and [5] with respect to model conceptualisation and conclusions.

The main scientific contribution of [4] and [5] was therefore as the first study to demonstrate that distributed physically-based models could be established for catchments of this size and with ordinary data availability. Previous studies reported in literature had either been tests on small research catchments or been models with major components of the lumped conceptual type. As outlined above, it is worth noting the different traditions in the communities that had dealt with (large scale) lumped conceptual models, (small scale) physically-based models and groundwater models, respectively. I believe that an important characteristic of the team who performed the present study ([4] and [5]) was that it comprised scientists who together had comprehensive experiences from all these communities.

Another key contribution was the parameterisation approach introduced. The point of departure for this approach, e.g. [1] and Bathurst (1986a), was an approach allowing parameter values to vary as required to fit the observed data during the calibration phase. This approach had been criticised by Beven (1989) to result in overparameterisation. The procedure resulted in 26 parameters to be calibrated for the Kolar catchment. Although this number is significantly less than e.g. the number of free parameters
in [1], it is still very high and it is very likely that a sensitivity analysis would have shown that this number could easily be reduced without loss of model performance. It is interesting to note that similar parameterisation approaches reported for other catchments in 1997 ([7]) and 2001 (Andersen et al., 2001) resulted in 11 and 4 free parameters, respectively, implying that the parameterisation approach adopted in [4] and [5] were not yet finally developed.

Beven (1989) had provided a fundamental critique of the way physically-based models such as the SHE had been promoted by e.g. Abbott et al. (1986a) and Bathurst (1986a). His main critique was that the attitudes in these early SHE papers were not realistic with respect to the abilities and achievements of physically-based models. Beven pointed amongst others to the following key problems:

- The process equations are simplifications leading to model structure uncertainty.
- Spatial heterogeneity at subgrid scale is not included in the physically-based models. The current generation of distributed physically-based models are in reality lumped conceptual models.
- There is a great danger of overparameterisation if it is attempted to simulate all hydrological processes thought to be relevant and the related parameters against observed discharge data only.

As a conclusion Beven argued that for future applications attempts must be made to obtain realistic estimates of the uncertainty associated with their predictions, particularly in the case of evaluating future scenarios of the effects of management strategies.

[4] noted some of Beven’s critique, acknowledging that the process representation at the 2 km x 2 km grid squares is causing significant violations of some of the process descriptions, that “some degree of lumping and conceptualisation has taken place at the grid scale” and that “scale problems are important”. [4] stressed, however, that in spite of these acknowledged limitations “the present basin model is much more physically based and distributed than the traditional lumped conceptual model, where the entire catchment is represented in effect by one grid square, and where the process representations due to averaging over characteristics of topography, soil type and vegetation type are fundamentally different from the basic physical laws”.

[4] and [5] concluded that the SHE is a suitable tool to support water management for conditions in India. In contrary to this, Beven (1989) had stated that the physically-based models “are not well suited to applications to real catchments”. In retrospect, it is remarkable that [4] and [5] did not go more substantially into a dialogue with the very fundamental critique raised by Beven (1989). For instance [4] and [5] did not comment at all on Beven’s main conclusion on the need for uncertainty assessment, although [5] actually used the model to study the impact of soil and land use by performing sensitivity analyses. A more comprehensive response and dialogue took place a few years later (Beven, 1996a; Refsgaard et al., 1996; Beven, 1996b).

Seen in the perspective of present protocols for good modelling practise ([12] and [13]) the approach and conclusions in [4] and [5] are especially deficient by the lacking focus on uncertainty assessment. A main reason for the lack of dialogue with Beven’s critique and the lack of focus on uncertainty in [4] and [5] may be that we were too preoccupied with the real achievement as the first to setting up and running such type of model for such large catchments. Another reason may be that some of us had a background in groundwater modelling, where large scale distributed physically-based models had been successfully used to support practical water resources management for more than a decade, so we considered Beven’s statement that the physically-based models “are not well suited to applications to real catchments” as a large exaggeration.
3.1.3 Intercomparison of different types of hydrological models ([6])

Summary
The research study reported in publication [6] had two objectives. The first objective was to identify a rigorous framework for the testing of model capabilities for different types of tasks. The second objective was to use this theoretical framework and conduct an intercomparison study involving application of three model codes of different complexity to a number of tasks ranging from traditional simulation of stationary, gauged catchments to simulation of ungauged catchments and of catchments with non-stationary climate conditions. Data from three catchments in Zimbabwe were used for the tests.

The three codes used in the study were (a) NAM (Nielsen and Hansen, 1973; Havnø et al., 1995) – Fig. 15; (b) WATBAL (Knudsen et al., 1986) – Fig. 16; and (c) MIKE SHE (Abbott et al., 1986a,b; Refsgaard and Storm, 1995) – Fig. 17. The NAM and MIKE SHE can be characterised as very typical of their lumped conceptual and distributed physically-based types, respectively, while the WATBAL with its semi-distributed approach falls in between these two standard classes.

Fig. 15 Structure of the NAM rainfall-runoff model code
The three catchments in Zimbabwe that were selected for the tests were Ngezi-South (1090 km²), Lundi (254 km²) and Ngezi-North (1040 km²). For two of the catchments the model simulations started with a blind simulation, i.e. a simulation where no calibration was conducted, but where model parameters were assessed directly from field data and indirectly by considering parameter values in the first catchment (proxy basin test). Then one year was made available for calibration and finally the full calibration period of 4-5 years was used. In all cases an independent period was used for validation tests (split-sample test). The hydrological regime in Zimbabwe is semi-arid and characterised by very large inter-annual variations. It was therefore possible to construct a test scheme in such a way that a model’s ability to predict differences in climate input could be tested by calibrating on a dry period and validating on a wet period or vice versa (differential split-sample test).
The model performance was evaluated for annual runoff and criteria focusing on the shape of the discharge hydrograph, i.e. rainfall-runoff modelling. The modelling work was carried out by three different persons/teams that were very experienced by applying their respective model codes. A general conclusion from the study was that the performances of the three codes were surprisingly similar. Thus, the ability of WATBAL and SHE to explicitly utilise data such as topography, soil and vegetation data that the NAM could not use turned out to make no significant difference in most cases. In summary the conclusions were:

- Given a few (1–3) years of runoff measurements, a lumped model of the NAM type would be a suitable tool from the point of view of technical and economical feasibility. This applies for catchments with homogeneous climatic input as well as cases where significant variations in the exogenous input are encountered.
- For ungauged catchments, however, where accurate simulations are critical for water resources decisions, a distributed model is expected to give better results than a lumped model if appropriate information on catchment characteristics can be obtained.

**Discussion - post evaluation**

A scientific contribution of [6] was the adoption and demonstration of Klemes's model validation testing scheme, which had not been much used since the basic idea was published by Klemes (1986). This is discussed further in Section 4.2.4.

Furthermore, the results from the intercomparison contributed to the ongoing scientific discussion on which types of model codes should be recommended for which application purpose. Only a few intercomparison studies involving different model types had been reported in literature and only two studies included physically-based models (Loague and Freeze, 1985; Michaud and Sorooshian, 1994). Most of these previous studies had been conducted on small research catchments and none of them had included tests for non-stationary climate conditions as in [6].

From the emergence of the distributed physically-based models it was widely stated and believed that these new model types generally would be able to provide more accurate simulation of the hydrological cycle (Abbot et al., 1986a). In the absence of hard facts from suitable tests the scientific debate had to a very large extent been based on expectations and qualitative arguments such that the models with more physical basis in their model structure were assumed to be able to provide more accurate simulation results, or the opposite view, as e.g. advocated by Beven (1989) that such expectations to the superior performance of the physically-based models were unrealistic. In [4] we basically agreed with Beven (1989) with respect to the SHE's capability to simulate discharge for large scale catchments with ordinary data, i.e. that the rainfall-runoff simulation results were of the same degree of accuracy "as would have been expected" with simpler hydrological models of the lumped conceptual type.

With the results from [6] it was now possible to more firmly conclude that if the purpose of modelling is limited to simulation of runoff under stationary catchment conditions and if data exist for calibration purpose, there is no scientifically documented reason to go beyond lumped conceptual models. This issue has been subject to several studies since then, where the conclusions from [6] basically have been confirmed (e.g. Perrin et al., 2001; Reed et al., 2004). I believe that the only thing that may change that conclusion is the introduction of new spatial data from new airborne or satellite sensors. Whereas these new data types have proven to have great value for many hydrological purposes and for special condi-
tions (e.g. snow cover), they have in general not yet documented that they can provide distributed models with comparative advantages in simulation of catchment runoff.
3.2 Reactive Transport

3.2.1 Oxygen transport and consumption in the unsaturated zone ([3])

Summary
Publication [3] describes the development of a new code for simulation of oxygen transport and consumption in the unsaturated zone. The code was linked as a sub-component to the SHE modelling system (Abbott et al., 1986a,b). The objective of the paper was to describe the new process formulation, document its applicability through two case studies and outline the perspectives in relation to its use as part of the comprehensive SHE code.

The unsaturated zone water flow calculations in SHE were based on a finite difference solution to the full Richards’ equation for unsteady soil water flow. The solute transport calculations were based on the traditional convection-dispersion equation. The new code for oxygen transport and consumption was an add-on to these first two steps and used information on soil moisture content, water flows and solute concentrations and fluxes as input. Thus the spatial representation is given by the underlying flow and solute transport discretisation, implying a one-dimensional description with spatial resolution ranging from a few cm close to the terrain to 20-40 cm further down in the soil column.

The process description in [3] is based on a three-phase system (soil, water, air) and accounting for spatial heterogeneity at this small scale. Fig. 18 shows a microscale illustration of the soil. Air tends to fill the larger pores in the soil matrix whereas water is drawn into the narrow necks and finer pore spaces in aggregates, forming capillary films and wedges. The air and water coexist in the soil by occupying different geometric configurations. Oxygen movement within these different portions of the pore space can occur by: convective transport in the water, diffusion in water, convective transport in soil air, diffusion in soil air, diffusion into water-saturated soil crumbs, and consumption in free and fixed water.

Microorganisms and plant roots are generally found in the finer pores of the soil because they require close contact with the soil particles for uptake of substrate and nutrients. Transport of oxygen to these respiring sites usually occurs in the water phase of soil crumbs. It is the rate of oxygen diffusion through this fixed water in micropores that will determine the availability of oxygen for respiration and the anaerobic fraction of the soil. A soil crumb is considered to be any fully water-saturated subvolume of soil, the physical size of which is determined by the nearness of air-filled soil pores. The crumb is thus defined by the fact that oxygen transport within the crumb is primarily due to diffusion in water-filled pores. The size of the soil crumbs is dependent on the water content of the soil and the corresponding number of air-filled pores.

The relation between soil water content and size of the water crumbs is derived from the soil water retention curve that is already used in Richards’ equation. The idea behind this is illustrated in Fig. 19 and described in more details in [3]. The number of air filled pores at a given soil moisture content can be
calculated from the retention curve (Fig. 19b). It is furthermore assumed that the distance between two air filled pores, $d_i$, corresponds to the average diameter of a water saturated crumb (Fig. 19a).

![Diagram of soil system](image)

**Fig. 18 Microscale representation of the three-phase soil system with respect to oxygen transport.**

![Diagram of soil system](image)

**Fig. 19 (a) The assumed pore distribution within the unit $L \times L$. (b) Retention curve showing the relation between tension, water content and pore radius of a soil.**

The two case studies where the model code was tested and demonstrated dealt with operation of a waste water infiltration plant and assessment of anaerobic zones of importance for denitrification in agricultural soils.
Discussion - post evaluation

Previous research in oxygen transport processes in heterogeneous soils (e.g. Currie, 1961; Smith, 1980; Troeh et al., 1982) were based on the assumption of steady-state conditions with regard to crumb/aggregate size and aerobic-anaerobic fractions. The novel scientific contribution of this paper was the new concept of calculating the size of the water crumbs as a function of the water retention curve and the time varying soil moisture content originating from SHE calculations and the linking of this concept to the previous research in this field. In this way it became possible to calculate aerobic-anaerobic fractions dynamically.

Although the scale of consideration in this study is the smallest possible in a catchment modelling perspective, namely point or column scale, it illustrates that smaller scale phenomena (here diffusion into soil crumbs that are of mm or less in size and temporally varying) often dominate the oxygen conditions at grid (cm - dm) scale. The approach in [3] is an upscaling from grain size to computational model grid point, where the within grid heterogeneity is accounted for by developing a set of process equations that includes the effect of the smaller scale heterogeneity at the larger grid scale.

In retrospect, it is interesting to consider the issues that were not discussed in [3]. In this respect it should be noted that code verification aspects were not mentioned in [3], although a completely new code was developed. Furthermore, [3] did not discuss the issue of upscaling the present grid scale processes to application at catchment scale. Interesting issues in this regard would be evaluations of how data and parameter values could be assessed for catchment scale applications and discussions of whether it would still be the mm-scale (crumbs) processes that would be dominating when simulating at large scale, or whether larger scale heterogeneities, such as differences in crops, soil types or topography, would become more important and thus reduce the importance of the present process description.

The model code presented in [3] was developed in a ‘research version’ of the SHE code. After the completion of the study it was not upgraded to become part of the ‘commercial version’ of MIKE SHE that emerged a few years later. The oxygen model has not been used for practical purposes.

To my knowledge, process description of the same detail as in [3] has not been included in any catchment model, and not even in the most comprehensive physically-based root zone models such as DAISY (Hansen et al., 1991; Abrahamsen and Hansen, 2000). In DAISY that provides state-of-the-art descriptions of root zone processes with focus on water, plant growth and nitrogen a much simpler and more empirical process formulation is used for calculating denitrification as a function of anaerobic subsoil conditions.
3.2.2 An integrated model for the Danubian Lowland ([9])

Summary
Publication [9] is concerned with environmental assessment studies in connection with the Gabcikovo hydropower scheme along the Danube. The objective of the underlying study was to develop and apply a comprehensive integrated modelling system to support management decisions in this respect.

The Danubian Lowland (Fig. 20) in Slovakia and Hungary downstream Bratislava is an inland delta formed in the past by river sediments from the Danube. The entire area forms an alluvial aquifer, which throughout the year receives around 30 m$^3$/s infiltration water from the Danube in the upper parts of the area and returns it to the Danube and the drainage canals in the downstream part. The aquifer is an important water resource for municipal and agricultural water supply, and the floodplain area with its alluvial forests and associated ecosystems represents a unique landscape of outstanding ecological importance.

Fig. 20 The Danubian Lowland with the new reservoir and the Gabcikovo hydropower scheme.

The Gabcikovo hydropower scheme was put into operation in 1992. A large number of hydraulic structures was established as part of the hydropower scheme. The key structures are a system of weirs across the Danube at Cunovo 15 km downstream of Bratislava, a reservoir created by the damming at Cunovo, a 30 km long lined navigation canal, outside the floodplain area, parallel to the Danube River...
with intake to the hydropower plant, a hydropower plant and two ship-locks at Gabčíkovo, and an intake structure at Dobrohost, 10 km downstream of Cunovo, diverting water from the new canal to the river branch system. The entire scheme has significantly affected the hydrological regime and the ecosystem of the region. The scheme was originally planned as a joint effort between former Czecho-Slovakia and Hungary, and the major parts of the construction were carried out as such on the basis of an international treaty from 1977. However, since 1989 Gabčíkovo has been a major matter of controversy between Slovakia and Hungary, who have referred some disputed questions to the International Court of Justice in The Hague (ICJ, 1997).

The hydrological regime in the area is very dynamic with so many crucial links and feedback mechanisms between the various parts of the surface- and subsurface water regimes that no single existing model code was able to describe the entire regime. Therefore, the modelling system illustrated in Fig 21 was established. It integrates four model codes: (a) MIKE 21 (DHI, 1995) for describing the reservoir (2D flow, eutrophication, sediment transport); (b) MIKE 11 (Havnø et al., 1995) describing the river and river branches (1D flow including effects of hydraulic control structures, water quality, sediment transport); (c) MIKE SHE (Refsgaard and Storm, 1995) describing the ground water (3D flow, solute transport, geochemistry) and flood plain conditions (dynamics of inundation pattern, ground water and soil moisture conditions); and (d) DAISY (Hansen et al., 1991) describing agricultural aspects (crop yield, irrigation, nitrogen leaching). The interfaces between the various models were:

Fig. 21 Structure of the integrated modelling system with indication of the interactions between the individual models
A) MIKE SHE forms the core of the integrated modelling system having interfaces to all the individual modelling systems. The coupling of MIKE SHE and MIKE 11 is a fully dynamic coupling where data is exchanged within each computational time step.

B) Results of eutrophication simulations with MIKE 21 in the reservoir are used to estimate the concentration of various water quality parameters in the water that enters the Danube downstream of the reservoir. This information serves as boundary conditions for water quality simulations for the Danube using MIKE 11.

C) Sediment transport simulations in the reservoir with MIKE 21 provide information on the amount of fine sediment on the bottom of the reservoir. The simulated grain size distribution and sediment layer thickness is used to calculate leakage coefficients, which are used in ground water modelling with MIKE SHE to calculate the exchange of water between the reservoir and the aquifer.

D) DAISY simulates vegetation parameters that are used in MIKE SHE to simulate the actual evapotranspiration. Ground water levels simulated with MIKE SHE act as lower boundary conditions for DAISY unsaturated zone simulations. Consequently, this process is iterative and requires several model simulations.

E) Results from water quality simulations with MIKE 11 and MIKE 21 provide estimates of the concentration of various components/parameters in the water that infiltrates to the aquifer from the Danube and the reservoir. This can be used in the ground water quality simulations (geochemistry) with MIKE SHE.

The integrated model was established for the 3,000 km² area on the basis of a large amount of good quality data. Most of the model parameters were assessed directly from field data, and some were estimated through calibration. For most of the individual model components, traditional split-sample validation tests were carried out.

The modelling system was used in a scenario approach to assess the environmental impacts of alternative water management options. The uncertainties of the model predictions were assessed through sensitivity analyses. As an example, Figs 22 and 23 shows a characterisation of the floodplain area between the (old) main Danube river channel (western model boundary) and the power canal for pre-dam (Fig. 22) and a hypothetical post-dam condition (Fig. 23) where the major part of the water is diverted from the main Danube channel to the power canal. The classes with different ground water depths and flooding have been determined from ecological considerations according to requirements of (semi)terrestrial (floodplain) ecotopes. For the pre-dam condition (Fig. 22) the contacts between the main Danube river and the river branch system is clearly seen. Similar results for a hypothetical post-dam water management regime (Fig. 23) show significant differences in hydrological regime, e.g. many areas are characterised by high groundwater tables and small/seldom flooding, while the post-dam situation (Fig. 22) generally has deeper ground water tables and more frequent flooding. From such changes in hydrological conditions inferences can be made on possible changes in the floodplain ecosystem.
Fig. 22 Hydrological regime in the river branch area for 1988 pre-dam conditions characterised in ecological classes.

Fig. 23 Hydrological regime in the river branch area for a post-dam water management regime characterised in ecological classes. The scenario has been simulated using 1988 observed upstream discharge data and a given hypothetical operation of the hydraulic structures.
Discussion - post evaluation

The uniqueness of the established modelling system is the integration between the individual model codes, each of which providing complex distributed physically-based descriptions of the various processes. The validation tests have generally been carried out for the individual models, whereas only few tests on the integrated model were possible. Altogether, the integrated modelling system and the applications were more comprehensive and complex in terms of interactive dynamics between different components of an ecosystem than had previously been reported in the scientific literature.

In the years following [9] a few comprehensive large scale studies with coupled models emerged. The most comprehensive of those was probably Wolf et al. (2003) who developed the STONE for calculating nutrient emissions from agriculture in The Netherlands. Although based on different codes the STONE resembles the integrated modelling system in [9] in terms of number of codes and complexity of process descriptions. One main difference, however, was that STONE consists of a chain of models without the feedback couplings that characterise [9]. Simpler, although still comprehensive, modelling systems were presented by Birkinshaw and Ewen (2000) as the SHETRAN code with a built-in nitrate transformation component and Conan et al. (2003) with a coupling of SWAT, MODFLOW and MT3DMS also focusing on nitrate fate at catchment scale.

The complexity of the modelling studies in [9] may be compared to coupled modelling studies in neighbouring fields. The hydrology related field with the strongest modelling traditions is no doubt the atmospheric science. Here very comprehensive coupled models have been used in connection with hydrology oriented climate change studies. An example of a sequentially coupled atmospheric-hydrological model from that period is Graham (1999) who used the ECHAM4 regional atmospheric model coupled with the HBV hydrological model to simulate discharge for the entire $1.6 \times 10^6$ km$^2$ Baltic Sea basin. The atmospheric modelling component is in itself more demanding in terms of computer power than comprehensive hydrological modelling such as [9], and the complexity of the atmospheric modelling is maybe larger than the complexity of the individual process model codes in [9]. Otherwise the complexity of the coupled atmospheric-hydrological studies with respect to feedback couplings between process descriptions, data requirements, different scales for different processes, etc., may be considered comparable to the complexity of [9].

In retrospect it is interesting to evaluate how much this comprehensive modelling system actually was used as part of the political decision process? Were the full potential of the models utilised by the decision makers? In the following my personal perception of these aspects are presented. The application of the integrated modelling and information system in practise may be categorised in three principally different functions: (a) to assist in design of structures and details of water management regimes, (b) to assist in policy analysis by assessing the environmental impacts of alternative water management regimes, and (c) to assist in resolving different views between interest groups on environmental assessments.

The use of models to assist in designs is the classical "engineering" way of using such models. There were a number of such applications. The best example of this is the final design in 1993 of the guiding structures of the Cunovo reservoir that was based on model simulations. Such model use was possible, because the objectives of the decision-makers were clear and there was an urgent need for the results before the construction works actually started.
Use of models to assess the environmental impacts of alternative water management regimes was one of the primary reasons for establishing the modelling systems. There were several examples of such model applications. A key example was a combined field and modelling study of the geochemical conditions in the aquifer to assess whether the changed boundary conditions with the new reservoir would affect the redox conditions and hence the groundwater quality in the aquifer that forms the basis for the water supply of Bratislava. Another example is a combined field and modelling study of the eutrophication conditions in the reservoir. Such studies were conducted in close dialogue with the decision-makers in order to assist in their policy formulation.

Finally, the modelling system was an invaluable tool in connection with the international attempts made to assist in resolving some of the issues that were disputed between Slovakia and Hungary. Many of the arguments brought forward on these highly controversial issues were mixtures of scientifically based facts and politically based views, but they were often claimed as purely scientifically based. It is very natural and fully legitimate that all parties have political interests and do their best to pursue them. However, the mixing of scientific facts and political interest makes the whole scene less transparent and may be an obstacle for arriving at rationale decisions. The role the modelling system had in this context was that it made it possible at some occasions to help distinguish between facts and fiction with respect to the scientific arguments. In this way the modelling tools assisted in separating scientific and political problems. Thus, the modelling system was often used as an important tool in resolving technical disagreements between the Slovakian and Hungarian delegations in the international expert groups (EC, 1992, 1993a, 1993b). Similarly, it is my impression that the modelling results played a significant role for the International Court of Justice when dealing with the question of whether the ecological situation could be characterised as a catastrophe justifying the use of the legal principle of “the ecological state of necessity” as done when Hungary stopped the construction works on the Gabčíkovo scheme in 1989 (ICJ, 1997).

However, there were also clear limitations to the application of the modelling tools. These limitations occurred when the political objectives were not clearly defined. It was for instance imagined that the modelling tools should be used to identify the optimal solution for the water management regime in the river branch system. This unique area is, however, subject to considerable interest from different sectors such as commercial forestry, fishery, tourism and natural conservation. The requirements of these different sectoral interests are not common and in some cases even contradictory with respect to how the water regime should be. Thus, until the balance of interests between these different stakeholders has been decided in terms of clear political goals from the government, an optimal solution does not exist. Another example of lack of clear political goals was related to the overall sharing of water between hydropower and the environment.
3.2.3 Large scale modelling of groundwater contamination ([10])

Summary
Publication [10] describes results from an EU research project on groundwater pollution from non-point sources. The rationale outlined in [10] is that physically based models for describing nitrate due to better process descriptions may be expected to have better predictive capabilities than simpler empirical models for certain applications related to assessing the impacts of changes in agricultural management practise. Such models were well proven for simulation of nitrate contamination at small scale with good data availability. Two of the main constraints for using such models operationally were that (a) the databases existing at national or European scale had not previously been tested as input for such models; and (b) almost no tests had been conducted for such models at large scale. The objectives of the paper were therefore to study the data availability at the large scale and develop methodologies for model upscaling/aggregation to represent conditions at larger scale. The theoretical aspects on scaling included in [10] are dealt with in Section 4.1. Here some key results from one of the two catchments (Kapur) are discussed.

The modelling system used was MIKE SHE (Refsgaard and Storm, 1995) coupled with the DAISY root zone model (Hansen et al., 1991). Two Danish catchments of about 500 km² each, Karup and Odense, were used for the tests.

The principles used for collecting input data and assessing values of model parameters were:
- The data must be easily accessible. This implied that most of the data were aggregated data from national or European databases.
- No model calibration is carried out. Instead parameter values are estimated from generic transfer functions.

Data were collected from the following sources:
- Topography: 1 km grid data downloadable from USGS and GISCO (Geographical Information System of the European Commission)
- Catchment boundaries and river network: generated from the topographical data using standard GIS functionality.
- River cross-sections: derived from a special GIS application where the cross-section was estimated based on upstream catchment area, slope and a characteristic discharge.
- Soil type: GISCO soil map.
- Soil organic matter: experience values.
- Vegetation: EEA CORINE land cover map.
- Agricultural management practise: Agricultural statistics and government prescribed norms
- Geology and groundwater abstraction: EC report
- Climatic variables and discharge data: national data

The MIKE SHE models were run with 1, 2 and 4 km grids. For describing the nitrate leaching from the root zone, 17 crop rotation schemes were established by use of DAISY. The crop rotations were based
on the statistical information on crop type and livestock densities. The 17 schemes were distributed randomly over the catchment in such a way that the statistical distribution was in accordance with the agricultural statistics. As an alternative, all the agricultural area was described by one representative crop instead of 17 cropping patterns. These two approaches are denoted ‘Distributed’ and ‘Uniform’ in Figs. 24 and 25 below.

The Karup model was validated by comparison of model simulations and field data on annual water balances, discharge hydrographs (Fig. 24) and nitrate concentrations in the upper groundwater layer from 35 observation wells (Fig. 25). The results of the validation tests were characterised as follows:

1. The annual water balance was simulated remarkably well with only 2% difference as average value over the five years validation period. The variation over the year (Fig. 24) is less well described.
2. The simulated nitrate concentrations (Fig. 25) match the observed data remarkably well both with respect to average concentrations and statistical distribution of concentrations within the catchment.
3. The simulations are clearly affected by various scale effects (1, 2, 4 km grid and Distributed/Uniform). This is addressed further in Section 4.1 below.

![Comparison of recorded discharge hydrograph for the Karup catchment with simulations based on 1, 2 and 4 km grids. The two simulated curves correspond to the combined upscaling/aggregation procedure (Distributed) and the simpler upscaling procedure (Uniform).](image-url)
Discussion - post evaluation

The model codes used in [10] were well known and previously used in one of the catchments (Styczen and Storm, 1993a, b). The scientific contributions of [10] relate partly to scaling issues, which are dealt with in Section 4.1 below, and partly to testing the performance of nitrate catchment models when scarce data are used and when no model calibration is carried out. The most important finding with respect to data availability is probably that aggregated data in many cases can provide sufficient input to perform useful model simulations. This message is similar to the output from the first large scale application of SHE to catchments in India with scarce data ([4] and [5]), namely that an apparent lack of primary data should not always prevent you from using a model.

With regard to data availability at large scale it was concluded that the most critical data that may cause problems for large scale applications are the geological data for which no suitable global or European digital database exist. In this respect the development of a national hydrological model in Denmark (Henriksen et al., 2003) that is based on comprehensive geological data from the very large national geological database is an important development.
The study showed that one of the strengths of physically-based models is the possibility to assess many parameter values from standard values, achieved from experience through a number of other applications. It also showed some of the limitations in this respect. While the key results in terms of annual runoff and nitrogen concentration distributions are encouraging, the discharge hydrographs clearly illustrate that it would be very easy to obtain a better hydrograph fit through calibration of a couple of parameter values. When parameters are assessed in this way they are subject to considerable uncertainty, which will generate significant uncertainty in model predictions. This aspect is addressed in ([11]) which is discussed in Section 4.3 below.

The attempt to assess parameter values directly from data without any model calibration can be seen as the extreme end of the development starting with hundreds of free parameters in the Suså model ([1]), over 26 parameters in the Kolar basin in India ([5]), to 11 free parameters in a previous Karup study ([7]). The results from the present study showed some obvious shortcomings of this approach, and in a later study of the Senegal basin (Andersen et al., 2001) we used 4 free parameters for calibration.
3.3 Real-time Flood Forecasting

3.3.1 Intercomparison of updating procedures for real-time forecasting ([8])

Summary
Publication [8] presents a classification of updating procedures used in real-time flood forecasting modelling and a review of the results from the WMO project ‘Simulated Real-Time Intercomparison of Hydrological Models’ (WMO, 1992) comprising more than 10 commonly used hydrological model codes and a variety of different updating procedures. The objective of the paper was to analyse the performance of different types of updating procedures and to assess what is more important, the simulation model or the updating procedure.

In the context of real-time forecasting a hydrological catchment model, as those in the remaining part of this thesis, may be denoted a process model (Fig. 26). A process model consists of a model structure including process equations, model parameters that are constant throughout a model run and state variables. The transformation from input to output by the process model is called simulation, in accordance with the terminology defined in Section 2.2 above. Process models that operate in real-time may take into consideration the measured discharge/water level at the time of preparing the forecast. This feedback process of assimilating the measured data into the forecasting procedure is referred to as updating, or data assimilation. Updating procedures can be classified according to four different methodologies (Fig. 26):

1. Updating of input variables, typically by adjusting precipitation.
2. Updating of state variables, e.g. the soil moisture content.
3. Updating of model parameters.
4. Updating of output variables (error prediction).

The core of the WMO project was a workshop held in Vancouver during the period July 30 – August 8, 1987, where 15 models from 14 different organisations were run in a simulated real-time environment. Data from three catchments with significantly different hydrological characteristics were used for the tests. Before the workshop the modellers had received historical data for several years for calibration and validation and two ‘warm up’ flood events. During the workshop four additional flood events were forecasted as blind tests, each with seven forecasts at consecutive times. Each event was forecasted within one workshop day, often under considerable time pressure.

I participated in the workshop with two models that differed both with respect to process model and updating procedure:

- NAMS11 comprising the NAM as catchment model, St. Venant river routing and an error prediction model as updating procedure. This is basically identical to what later became known as the flood forecasting module of MIKE 11 (Havnø et al., 1995).
NAMKAL comprising the NAM formulated in a state-space form and build into an extended Kalman filter for updating. This version had no separate river routing but relied on the linear reservoirs in NAM.

The two models were tested on the 104 km² Orgeval catchment (France) and the 2,344 km² Bird Creek catchment (United States). The models were not tested on the third, snow-dominated catchment.

Summary results from the two catchments are shown in Fig. 27 as root mean square errors (RMSE) as a function of forecast lead time (lag). As can be seen from the figure the intercomparison test turned out to be a very close ‘race’ with at least one third of the models performing almost equally well. Depending on the selected criteria for comparison (which catchment, priority to short, medium or long lead times, etc.) several of these could claim to be the ‘best model’. What is maybe more interesting is some of the general findings:

1. The process models belonged to two of the classes shown in Fig. 6, namely empirical (black box) models and lumped conceptual models. From the results it was not possible to clearly distinguish which model type performed better.

2. All four types of updating procedures were represented, both among the models with the best performance and among the models with the poorest performance. This indicates that the selection of a specific updating methodology is only one out of several important factors.

3. The forecast error (RMSE) generally increases with forecast lead time. This shows that updating procedures most often significantly improve the performance of hydrological models for short-range forecasting.

4. In most cases the models with the best performance for short lead times were also those with the best results for the long lead times. This indicates that the goodness of the basic simulation (by the
process model) is crucial to forecast accuracy, or in other words that a good updating procedure can not compensate for a poor process model.

Discussion - post evaluation
Real-time forecasting is the toughest field I have experienced in hydrological modelling with respect to model validation, because the results of the model forecasts are continuously confronted with observations. In many studies involving model simulations for planning purposes it is often not possible to conduct a validation test that exactly fits the conditions for which model simulations of future conditions are needed. Therefore, the validation test results will often have many qualifiers and be considered together with other arguments. In real-time flood forecasting there is no need for such qualifiers and arguments (‘no nonsense’) and therefore only the hard facts are considered.

Fig. 27 Root Mean Square Errors (RMSE) as a function of forecast lead time for all models participating in the Orgeval and Bird Creek catchments. The RMSE values are averaged over the four forecasted flood events with blind tests (events 3-6), [8].
The main scientific contribution of [8] was the analysis of the performance of different types of process models and updating procedures and combinations hereof. Our motivations to participate in this unique WMO intercomparison project were (a) to test DHI’s code NAMS11 (now MIKE 11), which was used operationally in India at that time, in an intercomparison with some of the internationally leading codes and modellers; and (b) to test whether an extended Kalman filter could provide a better updating routine than the more commonly used and simpler error prediction routine. In addition to noting that the NAMS11 performed very well and that the extended Kalman filter under ideal conditions could perform marginally better than the standard updating procedure, the analysis lead to the following interesting findings:

1. It was not possible to conclude which model type, black box or lumped conceptual, is better suited for simulation of runoff. This is in good agreement with [6] and later studies such as Reed et al. (2004), which concluded that lumped conceptual and distributed physically-based models performed equally well for split-sample tests. Thus it may be argued that all three model types described in Section 2.4 in many cases can be expected to be able to perform equally well in rainfall-runoff modelling.

2. It turned out that the personal factor is maybe the most important aspect of hydrological modelling. It was clear after the workshop that the difference in model performances between the participating codes could often not be explained by differences in model codes. Personal factors such as the modeller’s ability to make a good model calibration, experience from working in hydrological regimes different from the regime you see in your home office, ability to work under extreme stress, level of preparation beforehand and random luck also played important roles. The personal factor is most often overlooked in natural science, maybe because it is subjective of nature and therefore does not fit well into the methods usually adopted in natural science. The ultimate consequence of this finding is that good quality of modelling results requires both use of good scientifically based methodologies and adoption of sound practises by competent professionals. This consequence was not derived in [6] but is central for recent work on quality assurance guidelines in the modelling process ([13]).

Most of the model codes that participated in the intercomparison study were state-of-the-art hydrological model codes such as Sacramento (Burnash, 1995), HBV (Bergström, 1995) and MIKE 11 (NAMS11) with comprehensive experience in operational flood forecasting. These codes are still among the most commonly used today. The updating techniques tested in [8] are also still the basic techniques used operationally today, although more sophisticated developments and improvements have taken place, e.g. a combination of the Kalman filtering and the error prediction procedure (Madsen and Skotner, 2005).
4. Key Issues in Catchment Scale Hydrological Modelling

4.1 Scaling

This section provides a discussion of catchment heterogeneity and upscaling in relation to catchment modelling based partly on the publications in the present thesis (most importantly [7] and [10]) and partly on other previous work such as Refsgaard (1981), the foundation of [1] and [2], and Refsgaard and Butts (1999) that was heavily inspired by the EU research project behind [10] and [11].

Hydrological modelling is being carried out at spatial scales ranging from pore scale to global scale and a variety of scaling theories has been developed, see e.g. Blöschl and Sivapalan (1995) and Beven (1995). Many of the scaling theories consider different spatial scales for single processes. For catchment modelling it is necessary to include several processes and their linkages.

4.1.1 Catchment heterogeneity

Catchment properties exhibit spatial variability. For almost all properties this heterogeneity is very large and dominates the behaviour of the catchment. Scaling is basically a question of how to handle heterogeneity at different spatial scales. Different model types do this fundamentally different. Let us illustrate this by two examples.

As the first example, let us consider an idealised description of flow through the root zone (Fig. 28). If a soil column, initially dry, is supplied with a certain amount of water it will retain water, until it is filled to a certain level, the field capacity $L_F'$, whereupon all the supplied water will pass through. This is illustrated in Fig. 28 A,B,C, where also the frequency and the distribution of $L_F'$ are shown. If we then consider a catchment with a spatial variability in soil physical properties, the frequency and the distribution of the field capacity are illustrated in Fig. 28 D and E respectively. If the root zone of this catchment, initially dry, is being supplied with water, not all of the area will contribute to throughflow at the same time, as $L_F'$ varies in the catchment. When, for instance, the rainfall has supplied the water amount $L_F'm$, it is seen from Fig. 28 E that field capacity has been reached in one half of the catchment, thus contributing to throughflow, while the other half of the catchment still retains the rain in its root zone.

In a lumped model, such as NAM, such spatial variability is taken into account by using semi-empirical relations as e.g. the dashed line in Fig. 28 F, where $\tilde{e}_1$ and $\tilde{e}_2$ typically have to be estimated from calibration. The difference between $\tilde{e}_1$ and $\tilde{e}_2$ can be seen as a measure of the heterogeneity of the catchment, or of the catchment input that is also assumed homogeneously distributed in a lumped approach. This way of accounting for the spatial variability in the process equations can be considered the heart of lumped models and also explains why the process equations in lumped models are fundamentally different from point scale physical process equations.

In a distributed model the spatial variability is taken into account by dividing the catchment into several smaller elements, which are then usually treated as homogeneous units, i.e. as a column in Fig. 28.
However, the spatial variability of soil physical properties comprise both variability between different soil types and variability within the same soil type as illustrated in Fig. 29. It has been demonstrated in several studies (Nielsen et al., 1973; Jensen and Refsgaard, 1991a,b,c; Djurhus et al. 1999) that the spatial variability of e.g. soil properties within one standard soil type at field scale is very high and can significantly influence the water balance and solute transport at this scale.

Fig. 28 Idealised description of the variation of field capacity, $\theta_F$, and its effect on flow through the root zone in a soil column and in a catchment (Refsgaard, 1981).

Fig. 29 The principle of spatial variability of a soil physical property within a single soil type and within a catchment containing more than one soil type (Refsgaard, 1981).

Let us then turn to another example focusing on the limitation of a distributed model to resolve key features of a catchment. Fig. 30 shows the topography and river network for two models that are identical
except for differences in spatial discretisation. It is clearly seen that the 500 m grid provides a much better resolution of the topography and the river network, and also of other catchment characteristics as explained in [7]. In the 2000 m grid the river valley cannot be described well and many of the smaller streams have to be omitted, where the distance between neighbouring streams are smaller than the model grid size. This significantly affects the stream-aquifer interaction and in this way the simulation of both river discharge and groundwater heads. As discussed in [7] a change in scale (grid size) in this way changes the model simulations. This can in some cases be compensated by adjusting parameter values. But it implies that parameter values are scale dependent and that the physical basis is reduced if the grid size is increased.

![Topography, river network and model grid for two models with discretisations of 500 m and 2000 m](image)

This example focussed on river discharges and hydraulic heads at some given observational locations for which [7] argues that a 500 m resolution provides an adequate description. If we instead had focussed on other processes such as reactive transport in aquifers or in river valleys, we would have needed to account for geological and geomorphological heterogeneity of much smaller scale than 500 m. This line of argument can continue down to pore scale processes such as those described in [3]. The point is that, no matter which resolution a model has, it is always possible to find processes that require a smaller scale in order to provide a physically based description. Consequently, the ultimate distributed physically based model where everything is described can never be achieved. This implies that any distributed model needs to provide a kind of lumped conceptual representation at its scale of operation. An excellent example of this is the traditional advection dispersion equation with its associated dispersivities, where the dispersivities show the well known scale dependence (Gelhar, 1986). The process description of oxygen transport and consumption given in [3] is another example. Although meant for
inclusion as a submodel in a distributed physically based model, [3] incorporates spatial heterogeneity of processes at pore scale (mm) to a process equation assumed valid at its scale of operation (grid points with 10-40 cm distance). This process equation can therefore be considered a lumped conceptual description at this scale.

4.1.2 A scaling framework

In this section we only consider the case of moving from the smaller to the larger scale, which is often denoted upscaling. When moving to larger scales the spatial variability of physical parameters and variables have to be taken into account. This can in principle be done in two ways, either by aggregation or upscaling (Heuvelink and Pebesma, 1999):

- **Upscaling** means that the process equations and the associated parameters that basically constitute the model in principle are modified or substituted when moving from the smaller scale to the larger scale.
- **Aggregation** means that the process equations are applied at the smaller scale (where they were derived) and the large-scale results are obtained by aggregating the small-scale results at the larger scale.

Hence, in order not to confuse the terminology with two different meanings of the term upscaling the term *scaling* will in the following be used for the case of moving from modelling at the smaller scale to modelling at the larger scale. Thus, the term upscaling is reserved to the specific approach of scaling defined above.

The differences between upscaling and aggregation are illustrated in Fig. 31 and some key characteristics are summarised in Table 1. At the smaller scale, the hydrological processes can be described by smaller scale equations and associated smaller scale parameters. If the aggregation approach is adopted for large-scale modelling, then the model is operated at the smaller scale units with smaller scale equations and parameters and the model output valid for the larger scale emerges after aggregation of the results. The aggregation consists of estimating the spatial mean and in some cases also the statistical distribution of the model outputs. If the model is linear or the parameters and variables are spatially constant, computational time may be saved by averaging of model parameters and input before running the model; otherwise the models runs must be made before the aggregation step.

Table 1. Characteristics of different scaling procedures when moving from a smaller scale (SS) to a larger scale (LS).

<table>
<thead>
<tr>
<th></th>
<th>Aggregation</th>
<th>Upscaling</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Basis of process descriptions</strong></td>
<td>Smaller scale</td>
<td>Smaller scale</td>
</tr>
<tr>
<td><strong>Computational unit</strong></td>
<td>Smaller scale</td>
<td>Larger scale</td>
</tr>
<tr>
<td><strong>Parameter estimation possible from field data?</strong></td>
<td>Yes</td>
<td>No, some values need calibration</td>
</tr>
</tbody>
</table>
Fig. 31 Upscaling and aggregation methods for extending hydrological processes from small-scale (SS) to large-scale (LS) models (Refsgaard and Butts, 1999).

If the upscaling approach is adopted for the large-scale modelling, the smaller scale equations and parameters are in principle substituted by larger scale ones. The upscaling approach can be carried out in three different ways:

1. **The smaller scale equations are assumed valid also at the larger scale.** In this case the parameter values have to be estimated as effective parameters corresponding to the larger scale computational unit. Effective parameters are single values, similar to point scale parameters, but somehow reproduce the bulk behaviour of a heterogeneous medium. The estimation of parameter values is in such case often done by calibration, at least for a handful of the key parameters. An example of this approach is given in [5] describing an application of the SHE to a large catchment in India using spatial grid sizes of 2 km x 2 km.

2. **The equations at the larger scale are derived in a theoretical framework** from a set of deterministic partial differential equations (PDE) assumed valid at the smaller scale and assumptions on the spatial variability of key parameters and/or input data. This is often carried out in a stochastic framework where quantities such as the average value and higher order statistical moments of the desired model output variables can be assessed. An example of this approach is Jensen and Mantoglou (1992) who consider the spatial variability of soil hydraulic parameters in field scale modelling. In this case the parameter values may be assessed directly on the basis of smaller scale information.

3. **The equations at the larger scale are developed at the larger scale** using a concept, which does not explicitly consider the smaller scale equations, i.e. the formulation of laws that apply at the large scale. Examples of this approach are the conceptual rainfall-runoff models such as the NAM (Niel-
sen and Hansen, 1973; [6]; [8]), cf Fig. 28 and the discussion above. The oxygen model described in [3] is also an example of this approach, although smaller scale and larger scale here refer to mm and dm scales and not to catchment scale. As a result of the larger scale concepts such codes are often not adequate also for smaller scale application and can most often not assess parameters directly from small scale information.

4.1.3 Scaling - an example

The above four scaling approaches each have their advantages and limitations and the specific approach to use in particular applications will depend on many factors such as the purpose of a given study, the dominating processes in the particular hydrological regime and the data availability. Thus, no unique approach can be claimed superior in all cases. As illustrated below, scaling procedures are in practise often based on combinations of the above approaches.

The example outlines the scaling methodologies adopted under an EU research project dealing with uncertainties of assessing non-point pollution to aquifers at the European scale (Refsgaard et al, 1998; [10]). During this project two model codes were used:

SMART2 for studying leaching to groundwater of nitrate and aluminium from natural areas due to atmospheric deposition. SMART2 is a relatively simple dynamic model operating in vertical columns with annual time steps (Kros et al., 1995).

MIKE SHE/DAISY for studying groundwater contamination from agricultural areas. Both MIKE SHE (Refsgaard and Storm, 1995) and DAISY (Hansen et al., 1991) are physically-based model codes with detailed process descriptions and typically hourly time steps.

The objective of the project was to assess the uncertainty in model predictions when applied at the European scale. As both codes had been developed for and previously mainly been applied at much smaller scales a scaling procedure had to be adopted. The two scaling procedures, illustrated in Fig. 32, show significant differences:

SMART 2 is operating at a 1 km grid scale. It was developed on the basis of experience with the NUCSAM code (Groenenberg et al., 1995) which is a detailed physically-based code operating at point scale. Thus, SMART2 can be considered as an upscaling of NUCSAM with new equations and parameters applicable at the 1 km scale, equivalent to the upscaling procedure of the conceptual hydrological models described above. For use for the Netherlands the SMART2 model results were aggregated to 5 km x 5 km grid by selecting the median value among the 25 grids of 1 km x 1 km size. The parameters were assessed by pedotransfer functions from field data without prior model calibration. The scaling procedure from point scale to national or European scales thus consists of a combination of an upscaling and an aggregation step.

MIKE SHE/DAISY, on the other hand, is in this case run with equations and parameter values in each model grid point representing field scale conditions. The field scale is characterised by ‘effective’ soil and vegetation parameters, but assuming only one soil type and one cropping pattern. The smallest horizontal discretisation in the model is the grid scale (1-5 km) that is larger than the field scale. This implies that all the variations between categories of soil type and crop type within the area of each grid can not be resolved and described at the grid level. Input data, whose variations are not included in the
grid scale representation, are distributed randomly at the catchment scale so that their statistical distributions are preserved at that scale. The results from the grid scale modelling are then aggregated to catchment scale (10-50 km) and the statistical properties of model output and field data are then compared at catchment scale (Hansen et al., 1999; [10]). Thus the scaling procedure from point scale to catchment scale is again a combination of an upscaling step and an aggregation step. In contrary to the NUCSAM-SMART2 case the upscaling step here is simply the (important) assumption that the point scale equations are valid at field scale. The aggregation step highlights a key issue from the concept of Representative Elementary Area, REA (Wood et al., 1988), namely that variability can be explicitly represented only at scales larger than the model grid size.

Validation tests against field data suggested that the two different scaling procedures basically could be assumed valid for their respective cases, although important limitations were also identified. An important question regarding the differences between the two upscaling methods is, why it apparently was possible to make the large upscaling step from the smaller scale NUCSAM to the larger scale SMART 2 code, while a similar step was not judged possible for the MIKE SHE/DAISY code. The answer may be that the nitrogen leaching in agricultural fields is a highly non-linear and dynamic process that depends on cropping pattern and agricultural management practise, which can not be lumped to a larger scale description, while the geochemical processes below natural lands, where no management practise is interfering, more easily can be represented by long term average simulations focussing on the gradual reduction of the chemical buffer capacities due to the acids in the atmospheric deposition.

An inherent limitation of the scaling methodologies illustrated in this example is that they do not preserve the georeferenced location of simulated concentrations, but only their statistical distribution over the catchment area (e.g. Fig. 25). Therefore, comparisons with field data make no sense on a well by well or subcatchment by subcatchment basis, and no information on the actual location of the simulated ‘hot spots’ within the catchment is provided. If it from a management point of view is required with a more detailed spatial resolution of the model predictions, then the same scaling method has to be carried out at a finer scale with all the statistical input data being supplied on a subcatchment basis. This is in principle straightforward, but in reality it may often be limited by data availability.

4.1.4 Discussion – post evaluation

The issue of scaling represents both a major scientific challenge and a practical problem in water resources management. Scaling is dealt with as a key issue in two of the publications in this thesis ([7], [10]). As the studies behind the other publications operate on scales ranging from point scale ([3]) to thousands of km² ([4], [5], [9]) catchment heterogeneity and scaling are dealt with and discussed in many of the publications.
Fig. 32 Scaling methodology adopted by the SMART2 and MIKE SHE/DAISY models in the UNCERSDSS project (Refsgaard and Butts, 1999).

<table>
<thead>
<tr>
<th>Scale terminology</th>
<th>Model representation</th>
<th>Upscaling procedure</th>
<th>Length scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continental scale</td>
<td>SMART 2 Simplified model, Grid scale parameters, Statistical distribution preserved</td>
<td>More grids, several blocks</td>
<td>&gt; 100 km</td>
</tr>
<tr>
<td>Block scale</td>
<td>SMART 2 Simplified model, Grid scale parameters</td>
<td>Aggregation: select median value among 25 grids</td>
<td>50-200 m</td>
</tr>
<tr>
<td>Grid scale</td>
<td>SMART 2 Simplified model parameters, Effective (Grid scale), Dominant soil / vegetation type</td>
<td>Upscaling: simpler equations effective parameters for each soil and vegetation type</td>
<td>&lt; 10 km</td>
</tr>
<tr>
<td>Point scale</td>
<td>NUCSAM Physical-based model, Point scale equations/parameters</td>
<td>Direct</td>
<td>&lt; 10 cm</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scale terminology</th>
<th>Model representation</th>
<th>Upscaling procedure</th>
<th>Length scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continental scale</td>
<td>Physically-based model, Field scale parameters, Statistical distribution preserved</td>
<td>More grids, several catchments</td>
<td>&gt; 100 km</td>
</tr>
<tr>
<td>Catchment scale</td>
<td>SMART 2 Simplified model, Grid scale parameters</td>
<td>Aggregation: preserve variability of soil and crop types</td>
<td>50-200 m</td>
</tr>
<tr>
<td>Grid scale</td>
<td>Physically-based model, Effective (field scale) parameters</td>
<td>Upscaling: same equations effective parameters for each soil and crop type</td>
<td>&lt; 10 km</td>
</tr>
<tr>
<td>Field scale</td>
<td>Physically-based model, Point scale equations/parameters</td>
<td>Direct</td>
<td>&lt; 10 cm</td>
</tr>
</tbody>
</table>
In the beginning of my career I had the rather naive view that it might be possible to develop a universal model code and a methodology that could be used to address most problems in hydrological management. This is reflected in the dualism of statements of the MIKE SHE description in Refsgaard and Storm (1995), where it on the one hand is stated that “MIKE SHE is applicable on spatial scales ranging from a single soil profile to a large regions”, while it on the other hand is acknowledged that “there are a number of fundamental scale problems which need to be carefully considered in the model applications”. I do not believe any longer that a universally applicable code and modelling methodology is theoretically realistic, and certainly it is not feasible in practise. The main reason for this is the scaling problems. Because scaling is interlinked with modelling concepts, I therefore do not believe it will ever be possible to derive a universal scaling theory of practical applicability.

Scaling implies to take spatial heterogeneity into account. In catchment modelling it is furthermore complicated by the need to include and link several processes, such as subsurface processes (Dagan, 1986; Gelhar, 1986; Wen and Gómez-Hernández, 1996), root zone processes including land surface-atmosphere interaction (Michaud and Shuttelworth, 1997); and surface water processes including stream-aquifer interaction (Saulnier et al., 1997; [7]).

Many researchers have expressed doubts whether it is feasible to use the same model process descriptions at different scales. For instance Beven (1995) states that “… the aggregation approach towards macroscale hydrological modelling, in which it is assumed that a model applicable at small scales can be applied at larger scales using ‘effective’ parameter values, is an inadequate approach to the scale problem. It is also unlikely in the future that any general scaling theory can be developed due to the dependence of hydrological systems on historical and geological perturbations.”

Beven’s view can be considered a universal and fundamental statement to which it is difficult to disagree. A more pragmatic, but not necessarily conflicting, view is expressed by Grayson and Blöschl (2000): “As modellers, we are often left with little choice but to use the effective parameter approach, but we must recognise that effective parameters may have a narrow range of application and an effective parameter value that “works” for one process may not be valid for another process.” The scaling framework presented above should be seen in this context. It is not a fundamental theory but rather a collection of different methods and an emphasis on their respective assumptions and associated costs in terms of lost information. These methods or building blocks can then be used in composing specific scaling methodologies depending on the purposes of the particular modelling studies. In this respect it is crucial that the modeller is aware of the limitations of the scaling methodology chosen in a particular study.
4.2 Confirmation, Verification, Calibration and Validation

As illustrated in Fig. 3 the credibility of the descriptions or the agreements between reality, conceptual model, model code and model are evaluated through confirmation of the conceptual model, verification of the code, model calibration and model validation. These four terms are addressed in this section.

4.2.1 Confirmation of conceptual model

The conceptual model, with its selection of process descriptions, equations, etc., is the foundation for the model structure. Therefore a good conceptual model is most often a prerequisite for obtaining trustworthy model results. In groundwater modelling, establishment of the conceptual model is often considered the most important part of the entire modelling process (Middlemis, 2000). Evaluation of conceptual models is an important part in assessing uncertainty due to model structure error (Section 4.3 below and [15]).

Methods for conceptual model confirmation should follow the standard procedures for confirmation of scientific theories. This implies that conceptual models should be confronted with actual field data and be subject to critical peer reviews. Furthermore, the feedback from the calibration and validation process may also serve as a means by which one or a number of alternative conceptual models may be either confirmed or falsified.

As Beven (2002b) argues we need to distinguish between our qualitative understanding (perceptual model) and the practical implementation of that understanding in our conceptual model. As a conceptual model is defined in [12] as combination of a perceptual model and the simplifications acceptable for a particular model study a conceptual model becomes site-specific and even case specific. For example a conceptual model of a groundwater aquifer may be described as two-dimensional for a study focussing on regional groundwater heads, while it may need to include more complex three-dimensional geological structures for a study requiring detailed solute transport simulations.

4.2.2 Code verification

The ability of a given model code to adequately describe the theory and equations defined in the conceptual model by use of numerical algorithms is evaluated through the verification of the model code. Use of the term verification in this respect is in accordance with Oreskes et al. (1994), because mathematical equations are closed systems. The methodologies used for code verification include comparing a numerical solution with an analytical solution or with a numerical solution from other verified codes. However, some programme errors only appear under circumstances that do not routinely occur, and may not have been anticipated. Furthermore, for complex codes it is virtually impossible to verify that the code is universally accurate and error-free. Therefore, the term code verification must be qualified in terms of specified ranges of application and corresponding ranges of accuracy.

Code verification is not an activity that is carried out from scratch in every modelling study. In a particular study it has to be ascertained that the domain of applicability for which the selected model code has been verified covers the conditions specified in the actual conceptual model. If that is not the case, additional
verification tests have to be conducted. Otherwise, the code explicitly must be classified as not verified for this particular study, and the subsequent simulation results therefore have to be considered with extra caution.

4.2.3 Model calibration

The application of a model code to be used for setting up a site-specific model is usually associated with model calibration. The model performance during calibration depends on the quantity and quality of the available input and observation data as well as on the conceptual model. If sufficient accuracy cannot be achieved either the conceptual model and/or the data have to be re-evaluated.

Many of the publications ([1], [4], [5], [6], [7], [8], [9]) have involved model calibration. This was in all cases done manually. Today automatic calibration (inverse modelling) is state-of-the-art (Duan et al., 1994; Hill, 1998; Doherty, 2003), also as part of the calibration process for rather complex distributed physically-based models (Sonnenborg et al., 2003; Henriksen et al., 2003).

A key issue related to calibration of distributed models with potentially hundreds or thousands of parameter values is a rigorous parameterisation procedure, where the spatial pattern of the parameter values are defined and the number of free parameters adjustable through calibration is reduced as much as possible. A methodology for this is presented in [7], and this issue is further discussed in [4], [5], [10] and Andersen et al. (2001).

4.2.4 Model validation

Often the model performance during calibration is used as a measure of the predictive capability of a model. This is a fundamental error. Many studies (e.g. [4]; Andersen et al., 2001) have demonstrated that the model performance against independent data not used for calibration is generally poorer than the performance achieved in the calibration situation. Therefore, the credibility of a site-specific model’s capability to make predictions about reality must be evaluated against independent data. This process is denoted model validation.

In designing suitable model validation tests a guiding principle should be that a model should be tested to show how well it can perform the kind of task for which it is specifically intended (Klemes, 1986). Klemes proposed the following scheme comprising four types of test corresponding to different situations with regard to whether data are available for calibration and whether the catchment conditions are stationary or the impact of some kind of intervention has to be simulated:

1. The *split-sample test* is the classical test, being applicable to cases where there is sufficient data for calibration and where the catchment conditions are stationary. The available data record is divided into two parts. A calibration is carried out on one part and then a validation on the other part. Both the calibration and validation exercises should give acceptable results.

2. The *proxy-basin test* should be applied when there is not sufficient data for a calibration of the catchment in question. If, for example, streamflow has to be predicted in an ungauged catchment Z, two gauged catchments X and Y within the region should be selected. The model should be calibrated on catchment X and validated on catchment Y and vice versa. Only if the two validation results are
acceptable and similar can the model command a basic level of credibility with regard to its ability to simulate the streamflow in catchment Z adequately.

The differential split-sample test should be applied whenever a model is to be used to simulate flows, soil moisture patterns and other variables in a given gauged catchment under conditions different from those corresponding to the available data. The test may have several variants depending on the specific nature of the modelling study. If for example a simulation of the effects of a change in climate is intended, the test should have the following form. Two periods with different values of the climate variables of interest should be identified in the historical record, such as one with a high average precipitation and the other with a low average precipitation. If the model is intended to simulate streamflow for a wet climate scenario, then it should be calibrated on a dry segment of the historical record and validated on a wet segment. Similar test variants can be defined for the prediction of changes in land use, effects of groundwater abstraction and other such changes. In general, the model should demonstrate an ability to perform through the required transition regime.

The proxy-basin differential split-sample test is the most difficult test for a hydrological model, because it deals with cases where there is no data available for calibration and where the model is directed to predicting non-stationary conditions. An example of a case that requires such a test is simulation of hydrological conditions for a future period with a change in climate and for a catchment, where no calibration data presently exist. The test is a combination of the two previous tests.

The above test types are very general and needs to be translated to specific tests in each case depending on data availability, hydrological regime and purpose of the modelling study. Except for the situations, where the split-sample test is sufficient, rather limited work has been carried out so far on validation test schemes.

From a theoretical point of view the procedures outlined by Klemes (1986) for the proxy-basin and the differential split-sample tests, where tests have to be carried out using data from similar catchments, are weaker than the usual split-sample test, where data from the specific catchment are available. However, no obviously better testing schemes exist.

It must be realised that the validation test schemes proposed above are so demanding that many applications today would fail to meet them. Thus, for many cases where either proxy-basin or differential split-sample tests are required, suitable test data simply do not exist. This is for example the case for prediction of regional scale transport of potential contamination from underground radionuclide deposits over the next thousands of years. In such case model validation is not possible. This does not imply that these modelling studies are not useful, only that their output should be recognised to be somewhat more uncertain than is often stated and that the term 'validated model' should not be used. Thus, a model's validity will always be confined in terms of space, time, boundary conditions, types of application, etc.

4.2.5 Discussion – post evaluation

Relative to confirmation, verification and calibration, the main scientific contributions in my publications [1] – [15] are on the model validation issue. The motivation for this research was twofold: First of all, there were too many undocumented claims (over-selling) in the modelling community on model capabilities during the years following the development of many comprehensive model codes such as MIKE
SHE. This over-selling was most obvious in practical studies conducted by consultants, but it was also common in large parts of the scientific community, e.g. Abbot et al. (1986a,b) and many others. Secondly, dominant parts of the hydrological scientific community advocated that model validation was not possible (Konikow and Bredehoeft, 1992; Beven, 1996a). This left the practising world in a vacuum without scientifically based methodologies to test and document the degree of credibility of particular model predictions. The methodologies described in [6] and [7] should be seen as pragmatic approaches to help filling this vacuum and the discussions in [12] should be seen as an attempt to provide a scientific basis for adopting rigorous model validation schemes as part of a good modelling practise.

The principles and schemes proposed by Klemes have been extensively used in the last 12 of the publications ([4] – [15]). Thus, the intercomparison study in [6] was based on a rigorous use of all four types of tests. Furthermore, [7] ‘translated’ Klemes’ principles that were developed with lumped conceptual models in mind to use in distributed modelling. After demonstrating that a distributed model that was validated for simulating catchment response often performs much poorer for internal sites, [7] emphasised that a model should only be assumed valid with respect to the outputs that have been directly validated. This implies e.g. that multi-site validation is needed if predictions of spatial patterns are required. Furthermore, a model which is validated against catchment runoff can not automatically be assumed valid also for simulation of erosion on a hillslope within the catchment, because smaller scale processes may dominate here; it will need specific validation against hillslope soil erosion data. Furthermore, systematic split-sample tests were made in [4], [5] and [9], and proxy-basin tests were conducted in [10]. Finally, the validation requirements are emphasised in the publications related to quality assurance [12] and [13].

[6] and [7] were not the first studies to use Klemes’ principles for validation. For example Quinn and Beven (1993) used split sample-tests, proxy-basin tests and differential split-sample tests (wet/dry periods) to analyse TOPMODEL’s predictive capabilities for the Plynlimon catchment in Wales. The key contribution of [7] and [12] in this respect was the integration of Klemes’ principles as core elements of a protocol for good modelling practise.

The principles outlined in [7] and consolidated in [12] that a model should never be considered universally validated, but can only be conditionally validated restricted by the availability of data and specifically performed validation tests are well in line with Lane and Richards (2001) who argue that “evidence of a successful prediction in observed spaces and times (conventional validation) cannot provide a sufficient basis for use of a model beyond the set of situations for which the model has been empirically tested”. The principles are also in accordance with the new coherent philosophy for modelling of the environment proposed by Beven (2002b) where he argues that it is required to be able to “define those areas of the model space where behavioural models occur”.
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4.3 Uncertainty Assessment

This section presents a broad framework originating from Refsgaard et al. (2005) and [14] followed by a discussion on data uncertainty (including [14]), parameter uncertainty (including [11]) and model structure uncertainty (including [15]) and how they affect model output uncertainty.

4.3.1 Modelling uncertainty in a water resources management context

Definitions and Taxonomy

Uncertainty and associated terms such as error, risk and ignorance are defined and interpreted differently by different authors (see Walker et al. (2003) for a review). The different definitions reflect, among other factors, the different scientific disciplines and philosophies of the authors involved, as well as the intended audience. In addition they vary depending on their purpose. Here I will use the terminology used in Refsgaard et al. (2005) and [14] that has emerged after discussions between social scientists and natural scientists specifically aiming at applications in model based water management (Klauer and Brown, 2003). It is based on a subjective interpretation of uncertainty in which the degree of confidence that a decision maker has about possible outcomes and/or probabilities of these outcomes is the central focus. Thus, according to this definition a person is uncertain if s/he lacks confidence about the specific outcomes of an event. Reasons for this lack of confidence might include a judgement that the information is incomplete, blurred, inaccurate, imprecise or potentially false. Similarly, a person is certain if s/he is confident about the outcome of an event. It is possible that a person feels certain but has misjudged the situation (i.e. s/he is wrong).

There are many different (decision) situations, with different possibilities for characterising of what we know or do not know and of what we are certain or uncertain. A first distinction is between ignorance as a lack of awareness about imperfect knowledge and uncertainty as a state of confidence about knowledge (which includes the act of ignoring). Our state of confidence may range from being certain to admitting that we know nothing (of use), and uncertainty may be expressed at a number of levels in between. Regardless of our confidence in what we know, ignorance implies that we can still be wrong (‘in error’). In this respect Brown (2004) has defined a taxonomy of imperfect knowledge illustrated in Fig. 33.
In evaluating uncertainty, it is useful to distinguish between uncertainty that can be quantified e.g. by probabilities and uncertainty that can only be qualitatively described e.g. by scenarios. If one throws a balanced die, the precise outcome is uncertain, but the ‘attractor’ of a perfect die is certain: we know precisely the probability for each of the 6 outcomes, each being 1/6. This is what we mean with ‘uncertainty in terms of probability’. However, the estimates for the probability of each outcome can also be uncertain. If a model study says: “there is a 30% probability that this area will flood two times in the next year”, there is not only ‘uncertainty in terms of probability’ but also uncertainty regarding whether the estimate of 30% is a reliable estimate.

Secondly, it is useful to distinguish between bounded uncertainty, where all possible outcomes have been identified and unbounded uncertainty, where the known outcomes are considered incomplete. Since quantitative probabilities require ‘all possible outcomes’ of an uncertain event and each of their individual probabilities to be known, they can only be defined for ‘bounded uncertainties’. If probabilities cannot be quantified in any undisputed way, we often can still qualify the available body of evidence for the possibility of various outcomes.

The bounded uncertainty where all probabilities are deemed known (Fig. 33) is often denoted ‘statistical uncertainty’ (e.g. Walker et al., 2003). This is the case traditionally addressed in model based uncertainty assessment. It is important to note that this case constitutes one of many decision situations outlined in Fig. 33, and in other situations the main uncertainty in a decision situation cannot be characterised statistically.
Sources of uncertainty

Walker et al. (2003) describes the uncertainty as manifesting itself at different locations in the model based water management process. These locations, or sources, may be characterised as follows:

- **Context**, i.e. at the boundaries of the system to be modelled. The model context is typically determined at the initial stage of the study where the problem is identified and the focus of the model study selected as a confined part of the overall problem. This includes, for example, the external economic, environmental, political, social and technological circumstances that form the context of problem.

- **Input uncertainty** in terms of external driving forces (within or outside the control of the water manager) and system data that drive the model such as land use maps, pollution sources and climate data.

- **Model structure uncertainty** is the conceptual uncertainty due to incomplete understanding and simplified descriptions of processes as compared to nature.

- **Parameter uncertainty**, i.e. the uncertainties related to parameter values.

- **Model technical uncertainty** is the uncertainty arising from computer implementation of the model, e.g. due to numerical approximations and bugs in the software.

- **Model output uncertainty**, i.e. the total uncertainty on the model simulations taken all the above sources into account, e.g. by uncertainty propagation.

Nature of uncertainty

Many authors (e.g. Walker et al., 2003) categorise the nature of uncertainty into:

- **Epistemic uncertainty**, i.e. the uncertainty due to imperfect knowledge.

- **Stochastic uncertainty**, i.e. uncertainty due to inherent variability, e.g. climate variability.

Epistemic uncertainty is reducible by more studies: e.g. research or data collection. Stochastic uncertainty is non-reducible.

Often the uncertainty on a certain event includes both epistemic and stochastic uncertainty. An example is the uncertainty of the 100 year flood at a given site. This flood event can be estimated: e.g. by use of standard flood frequency analysis on the basis of existing flow data. The (epistemic) uncertainty may be reduced by improving the data analysis, by making additional monitoring (longer time series) or by a deepening our understanding of how the modelled system works. However, no matter how much we improve our knowledge, there will always be some (stochastic) uncertainty inherent to the natural system, related to the stochastic and chaotic nature of several natural phenomena, such as weather. Perfect knowledge on these phenomena cannot give us a deterministic prediction, but would have the form of a perfect characterisation of the natural variability; for example, a probability density function for rainfall in a month of the year.
The uncertainty matrix

The uncertainty matrix in Table 2 can be used as a tool to get an overview of the various sources of uncertainty in a modelling study. The matrix is modified after Walker et al. (2003) in such a way that it matches Fig. 33 and so that the taxonomy now gives 'uncertainty type' in descriptions that indicates in what terms uncertainty can best be described. The vertical axis identifies the source of uncertainty while the horizontal axis covers the level and nature of uncertainty. It is noticed that the matrix is in reality three-dimensional (source, type, nature), because the categories Type and Nature are not mutually exclusive.

Table 2 The uncertainty matrix (modified after Walker et al., 2003).

<table>
<thead>
<tr>
<th>Source of uncertainty</th>
<th>Taxonomy (types of uncertainty)</th>
<th>Nature</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Statistical uncertainty</td>
<td>Scenario uncertainty</td>
</tr>
<tr>
<td>Context</td>
<td>Natural, technological, economic, social, political</td>
<td></td>
</tr>
<tr>
<td>Inputs</td>
<td>System data</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Driving forces</td>
<td></td>
</tr>
<tr>
<td>Model</td>
<td>Model structure</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Technical</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Parameters</td>
<td></td>
</tr>
<tr>
<td>Model outputs</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

...
Methodologies for assessing uncertainty

A list of the most common methodologies applicable for addressing different types of uncertainty has been compiled and briefly described in Refsgaard et al. (2005). Table 3 provides an overview.

Table 3 Applicability of different methodologies to address different types and sources of uncertainty (modified after Refsgaard et al., 2005).

<table>
<thead>
<tr>
<th>Source of uncertainty</th>
<th>Taxonomy (types of uncertainty)</th>
<th>Statistical uncertainty</th>
<th>Scenario uncertainty</th>
<th>Qualitative uncertainty</th>
<th>Recognised ignorance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Context</td>
<td>Natural, technological, economic, social, political</td>
<td>EE</td>
<td>EE, SC, SI</td>
<td>EE, EPR, NUSAP, SI, UM</td>
<td>EE, EPR, NUSAP, SI, UM</td>
</tr>
<tr>
<td>Inputs</td>
<td>System data</td>
<td>DA, EPE, EE, MCA, SA</td>
<td>DA, EE, SC</td>
<td>DA, EE</td>
<td>DA, EE</td>
</tr>
<tr>
<td></td>
<td>Driving forces</td>
<td>DA, EPE, EE, MCA, SA</td>
<td>DA, EE, SC</td>
<td>DA, EE, EPR</td>
<td>DA, EE, EPR</td>
</tr>
<tr>
<td>Model structure</td>
<td>Model structure</td>
<td>EE, MMS, QA</td>
<td>EE, MMS, SC, QA</td>
<td>EE, NUSAP, EDA, NUSAP</td>
<td>QA</td>
</tr>
<tr>
<td>Technical</td>
<td>QA</td>
<td>QA</td>
<td>QA</td>
<td>QA</td>
<td></td>
</tr>
<tr>
<td>Parameters</td>
<td>EE, IN-PA, SA</td>
<td>EE, IN-PA, SA</td>
<td>EE, IN-PA, SA</td>
<td>EE</td>
<td></td>
</tr>
<tr>
<td>Model outputs</td>
<td>EPE, EE, IN-UN, MCA, MMS, SA</td>
<td>EE, IN-UN, MMS, SA</td>
<td>EE, NUSAP</td>
<td>EE, NUSAP</td>
<td></td>
</tr>
</tbody>
</table>

Abbreviations of methodologies:

DA  Data Uncertainty
EPE Error Propagation Equations
EE  Expert Elicitation
EPR  Extended Peer Review (review by stakeholders)
IN-PA  Inverse modelling (parameter estimation)
IN-UN  Inverse modelling (predictive uncertainty)
MCA  Monte Carlo Analysis
MMS  Multiple Model Simulation
NUSAP NUSAP
QA  Quality Assurance
SC  Scenario Analysis
SA  Sensitivity Analysis
SI  Stakeholder Involvement
UM  Uncertainty Matrix
4.3.2  Data uncertainty

Uncertainty in data is a major source of uncertainty when assessing uncertainty of model outputs. It is also an uncertainty source that is very visible for people outside the modelling community. One of the scientific contributions of the HarmoniRiB project ([14]) is to address data uncertainty. This has been done in three steps:

1. A methodology has been developed for characterising uncertainty in different types of data (Brown et al., 2005).
2. A software tool (Data Uncertainty Engine – DUE) for supporting the assessment of data uncertainty has been developed (Brown and Heuvelink, 2005).
3. Reviews with results on data uncertainty reported in the literature have been compiled into a guideline report for assessing uncertainty in various types of data originating from meteorology, soil physics and geochemistry, hydrogeology, land cover, topography, discharge, surface water quality, ecology and socio-economics (Van Loon and Refsgaard, 2005).

The categorisation of data types distinguishes 13 categories (Table 4) for each of which a conceptual data uncertainty model is developed. By considering measurement scale, it becomes possible to quickly limit the relevant uncertainty models for a certain variable. On a discrete measurement scale, for example, it is only relevant to consider discrete probability distribution functions, whereas continuous density functions are required for continuous numerical data. In addition, the use of space and time variability determines the need for autocorrelation functions alongside a probability density function (pdf). Each data category is associated with a range of uncertainty models, for which more specific pdfs may be developed with different simplifying assumptions (e.g. Gaussian; second-order stationarity; degree of temporal and spatial autocorrelation).

Table 4 The subdivision of uncertainty categories, along the ‘axes’ of space-time variability and measurement scale (Brown et al., 2005).

<table>
<thead>
<tr>
<th>Space-time variability</th>
<th>Measurement scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant in space and time</td>
<td>A1</td>
</tr>
<tr>
<td>Varies in time, not in space</td>
<td>B1</td>
</tr>
<tr>
<td>Varies in space, not in time</td>
<td>C1</td>
</tr>
<tr>
<td>Varies in time and space</td>
<td>D1</td>
</tr>
<tr>
<td>Continuous numerical</td>
<td>A2</td>
</tr>
<tr>
<td>Discrete numerical</td>
<td>B2</td>
</tr>
<tr>
<td>Categorical</td>
<td>C2</td>
</tr>
<tr>
<td>Narrative</td>
<td>D3</td>
</tr>
</tbody>
</table>

4.3.3  Parameter uncertainty

In addition to data uncertainty, uncertainty of parameter values is the most commonly considered source of uncertainty in hydrological modelling. The scientifically soundest way of assessing parameter uncertainty is through inverse modelling (Duan et al., 1994; Hill, 1998; Doherty, 2003). These tech-
niques have the benefit that they, in addition to optimal parameter values, also produce calibration statistics in terms of parameter- and observation sensitivities, parameter correlation and parameter uncertainties.

When parameter uncertainties are assessed they can be propagated through the model to infer about model output uncertainty. A serious constraint in this respect is the interdependence between model parameters and model structure as discussed under model structure uncertainty below.

[11] describe an example of how (input) data uncertainty and parameter uncertainty are propagated through a model to assess uncertainty in model simulation of nitrate concentrations in groundwater. The assessment of data and parameter values were done by expert judgement and a Monte Carlo technique with Latin hypercube sampling was used for the uncertainty propagation. The simulated uncertainty band around the deterministic model simulation in Fig. 25 is shown in Fig. 34 based on 25 Monte Carlo realisations. The uncertainty is seen to be considerable, e.g. with the estimate of the areal fraction of the aquifer having concentrations less than 50 mg NO₃/l ranging between 30% and 80%.

![Figure 34](image)

Fig. 34 Measured (Â) and simulated (û) areal distribution of NO₃ concentrations in groundwater at a point in time. Measured values are based on 35 groundwater observations. [11].

As noted in [11] a fundamental limitation of the approach adopted in [11] is that the errors due to incorrect model structure are neglected. As discussed also below one approach to assess such model structure error is through comparison of predicted and observed values. In the present case (Figs 25 and 34) the deviation between observed and simulated values is so small that this term may be neglected. This is, however, by no means a proof of a correct model structure. It only shows that the particular model performs without apparent model errors for this particular application.
4.3.4 Model structure uncertainty

Existing approaches and new framework

Any model is an abstraction, simplification and interpretation of reality. The incompleteness of a model structure and the mismatch between the real causal structure of a system and the assumed causal structure as represented in a model will therefore always result in uncertainty about model predictions. The importance of the model structure for predictions is well recognised, even for situations where predictions are made on output variables, such as discharge, for which field data are available (Franchini and Pacciani, 1992; Butts et al., 2004). The considerable challenge faced in many applications of environmental models is that predictions are required beyond the range of available observations, either in time or in space, e.g. to make extrapolations towards unobservable futures (Babendreier, 2003) or to make predictions for natural systems, such as ecosystems, that are likely to undergo structural changes (Beck, 2005). In such cases, uncertainty in model structure is recognised by many authors to be the main source of uncertainty in model predictions (Dubus et al., 2003; Neumann and Wierenga, 2003; Linkov and Burmistrov, 2003).

The existing strategies for assessing uncertainty due to incomplete or inadequate model structure may be grouped into the categories shown in Fig. 35. The most important distinction is whether data exist that makes it possible to infer directly on the model structure uncertainty. This requires that data are available for the output variable of predictive interest and for conditions similar to those in the predictive situation. In other words it is a distinction between whether the model predictions can be considered as interpolations or extrapolations relative to the calibration situation.

![Diagram](Fig. 35 Classification of existing strategies for assessing conceptual model uncertainty [15].)
The two main categories are thus equivalent to different situations with respect to model validation tests. According to Klemes’ classical hierarchical test scheme (Klemes, 1986; see Section 4.2 above), the interpolation case corresponds to situations where the traditional split-sample test is suitable, while the extrapolation case corresponds to situations where no data exist for the concerned output variable (proxy-basin test) or where the basin characteristics are considered non-stationary, e.g. for predictions of effects of climate change or effects of land use change (differential split-sample test).

The strategies used in ‘interpolation’, i.e. for situations that are similar to the calibration situation with respect to variables of interest and conditions of the natural system, have the advantage that they can be based directly on field data (e.g. Radwan et al., 2004; van Griensven and Meixner, 2004; and Vrugt et al., 2005). A fundamental weakness is that field data are themselves uncertain. Nevertheless, in many cases, they can be expected to provide relatively accurate estimates of, at least, the total predictive uncertainty for the specific measured variable and for the same conditions as those in the calibration and validation situation. A more serious limitation of the strategies depending on observed data is that they are only applicable for situations where the output variables of interest are measured. While relevant field data are often available for variables such as water levels and water flows, this is usually not the case for concentrations, or when predictions are desired for scenarios involving catchment change, such as land use change or climate change. Another serious limitation stems from an assumption that the underlying system does not undergo structural changes, such as changes in ecosystem processes due to climate change.

The strategy that uses multiple conceptual models benefits from an explicit analysis of the effects of alternative model structures, e.g. IPCC (2001), Harrar et al. (2003), Troldborg (2004), Poeter and Anderson (2005) and Højberg and Refsgaard (2005). The multiple conceptual model strategy makes it possible to include expert knowledge on plausible model structures. This strategy is strongly advocated by Neuman and Wierenga (2003) and Poeter and Anderson (2005). They characterise the traditional approach of relying on a single conceptual model as one in which plausible conceptual models are rejected (in this case by omission). They conclude that the bias and uncertainty that results from reliance on an inadequate conceptual model are typically much larger than those introduced through an inadequate choice of model parameter values. This view is consistent with Beven (2002b) who outlines a new philosophy for modelling of environmental systems. The basic aim of his approach is to extend traditional schemes with a more realistic account of uncertainty, rejecting the idea that a single optimal model exists for any given case. Instead, environmental models may be non-unique in their accuracy of both reproduction of observations and prediction (i.e. unidentifiable or equifinal), and subject to only a conditional confirmation, due to e.g. errors in model structure, calibration of parameters and period of data used for evaluation.

A weakness of the multiple modelling strategy, is the absence of quantitative information about the extent to which each model is plausible. Furthermore, it may be difficult to sample from the full range of plausible conceptual models. In this respect, expert knowledge on which the formulations of multiple conceptual models are based, is an important and unavoidable subjective element.

The framework presented in [15] for assessing the predictive uncertainties of environmental models used for extrapolation includes a combination of use of multiple conceptual models and assessment by use of the pedigree approach of their credibility as well as a reflection on the extent to which the sampled models adequately represent the space of plausible models.
The role of model calibration

Some of the existing strategies used in ‘interpolation’ cannot differentiate how the total predictive uncertainty originates from model input, model parameter and model structure uncertainty. Other methods attempt to do so, but as discussed in [15] this is problematic. In the case of uncalibrated models, the parameter uncertainty is very difficult to assess quantitatively, and wrong estimates of model parameter uncertainty will influence the estimates of model structure uncertainty. In the case of calibrated models, estimates of model parameter uncertainty can often be derived from autocalibration routines. An inadequate model structure will, however, be compensated by biased parameter values to optimise the model fit with field data during calibration. Hence, the uncertainty due to model structure will be underestimated in this case.

The importance of model calibration can be illustrated by the example described in Højberg and Refsgaard (2005). They use three different conceptual models, based on three alternative geological interpretations, for a multi-aquifer system in Denmark. Each of the models was calibrated against piezometric head data using inverse technique. The three models provided equally good and very similar predictions of groundwater heads, including well field capture zones. However, when using the models to extrapolate beyond the calibration data to predictions of flow pathways and travel times the three models differed dramatically. When assessing the uncertainty contributed by the model parameter values, the overlap of uncertainty ranges between the three models significantly decreased when moving from groundwater heads to capture zones and travel times. They conclude that the larger the degree of extrapolation, the more the underlying conceptual model dominates over the parameter uncertainty and the effect of calibration.

This diminishing effect of calibration as the prediction situation is extrapolated further and further away from the calibration base resembles the conclusion on the effects of updating relative to the underlying process model, when forecast lead times are increased in real-time forecasting (Fig. 27, Section 3.3). Here the effect of updating is reduced and the forecast error therefore increases as the forecast lead time (= degree of extrapolation) increases.

4.3.5 Discussion – post evaluation

Uncertainty is a key, and crosscutting, issue that I consider a useful platform or catalyst for establishing a common understanding in hydrological modelling and water resources management. By this I mean both a common understanding within the natural science based modelling issues such as scaling and validation and between people from the modelling and the monitoring communities as well as a broader dialogue between modellers and stakeholders on issues such as when is a model accurate and credible enough for its purpose of application, see Subsection 4.4.4 below.

In the publications on developing the Suså model ([1], [2]) and the oxygen module ([3]) no explicit consideration is given to the goodness of the model structure and uncertainty assessment was not an issue at all. In the later work on catchment modelling in India ([4], [5]), where some twisting was done of the physical realism of the model due to scaling problems, it was noted that the model results might be ‘right for the wrong reasons’, and the limitations of model applicability were emphasised in this respect, but no uncertainty assessments were made. In the paper describing a methodology for parameterisa-
tion, calibration and validation of distributed hydrological models ([7]) uncertainty is also neglected. In the publications [6], [8], [9] and [10] uncertainty is discussed, but as a secondary issue only.

Although examples of model prediction uncertainty assessments had been reported previously from different modelling disciplines (e.g. Refsgaard et al., 1983; Beck, 1987), the first to emphasise the need to systematically perform uncertainty assessments related to catchment model predictions was probably Beven (1989). This was followed by Binley et al. (1991) who used Monte Carlo analysis to assess the predictive uncertainty for the Institute of Hydrology Distributed Model and by the introduction of the Generalised Likelihood Uncertainty Estimation (GLUE) methodology (Beven and Binley, 1992) after which uncertainty in catchment modelling was high on the agenda in the scientific community.

My main scientific contributions on uncertainty are the publications [11], [14] and [15] and the link of uncertainty to principles and protocols for good modelling practice in [12] and [13]. Although reported 10 years later than Binley et al. (1991), [11] was one of the first studies with uncertainty propagation through a complex, coupled distributed physically based catchment model with a focus on water quality. A key contribution of [14] and Refsgaard et al. (2005) is the broad framework for characterising uncertainty. This framework provides the link to uncertainty in the quality assurance work ([12], [13]). This broad framework is inspired by research in social science (Pahl-Wostl, 2002; van Asselt and Rotmans, 2002; Dewulf et al., 2005). The main difference between the traditions in social science and natural science is that social scientists emphasise participatory processes including consultation and involvement of users, also on uncertainty aspects, right from the beginning of a study, while natural scientists often talk about users as someone to which uncertainty results should be communicated, e.g. Pappenberger and Beven (2006).

The most difficult uncertainty problem (in natural science) to handle today is the model structure uncertainty, and the most important and novel contribution is probably the efforts made in this respect, primarily the new framework outlined in [15] but also the inclusion of options for evaluating multiple conceptual models in the HarmoniQuA modelling protocol ([13] and Fig. 5). The approach suggested in [15] of using multiple conceptual models (model structures) is not new (IPCC, 2001; Beven, 2002a; Neuman and Wierenga, 2003) and the use of pedigree analysis to qualitatively assess the credibility of something is not new either (van der Sluijs et al., 2005). The novelty lies in the combination of the two approaches that originate from different disciplines.
4.4 Quality Assurance in Model based Water Management

4.4.1 Background

During the last decade many problems have emerged in river basin modelling projects, including poor quality of modelling, unrealistic expectations, and lack of credibility of modelling results. Some of the reasons for this lack of quality can be evaluated ([13]; Scholten et al., 2007) as the effect of:

- Ambiguous terminology and a lack of understanding between key-players (modellers, clients, reviewers, stakeholders and concerned members of the public)
- Bad practice (careless handling of input data, inadequate model set-up, insufficient calibration/validation and model use outside of its scope)
- Lack of data or poor quality of available data
- Insufficient knowledge on the processes
- Poor communication between modellers and end-users on the possibilities and limitations of the modelling project and overselling of model capabilities
- Confusion on how to use model results in decision making
- Lack of documentation and clarity on the modelling process, leading to results that are difficult to audit or reproduce
- Insufficient consideration of economic, institutional and political issues and a lack of integrated modelling.

In the water resources management community many different guidelines on good modelling practice have been developed, see [13] for a review. One, if not the most, comprehensive example of a modelling guideline has been developed in The Netherlands (Van Waveren et al., 2000) as a result of a process involving all the main players in the Dutch water management field. The background for this was a perceived need to improve the quality of modelling (Scholten et al., 2000). Similarly, modelling guidelines for the Murray-Darling Basin in Australia were developed due to the perception among end-users that model capabilities may have been ‘over-sold’, and that there was a lack of consistency in approaches, communication and understanding among and between the modellers and the water managers, which often resulted in considerable uncertainty for decision making (Middlemis, 2000).

4.4.2 The HarmoniQuA approach

A software tool, MoST, with its associated knowledge base (KB), has been developed by the HarmoniQuA project ([13]; Scholten et al., 2007) to provide QA in modelling through guidance, monitoring and reporting. As defined in HarmoniQuA: “Quality Assurance (QA) is the procedural and operational framework used by an organisation managing the modelling study to build consensus among the organisations concerned in its implementation, to assure technically and scientifically adequate execution of all tasks included in the study, and to assure that all modelling-based analysis is reproducible and justifiable”. This modification of the older NRC (1990) definition includes the organisational, technical
and scientific aspects, but also the need to build consensus among the organisations concerned in accordance with the discussion in Section 2.1 above.

Guidelines for good modelling practice are included in the Knowledge Base (KB) of MoST. The modelling process has been decomposed into five steps, see the flowchart in Fig. 5. Each step includes several tasks. Each task has an internal structure i.e. name, definition, explanation, interrelations with other tasks, activities, activity related methods, references, sensitivity/pitfalls, task inputs and outputs.

The KB contains knowledge specific to seven domains (groundwater, precipitation-runoff, river hydrodynamics, flood forecasting, water quality, ecology and socio-economics), and forms the heart of the tool. A computer based journal is produced within MoST where the water manager and modelling team record the progress and decisions made during a model study according to the tasks in the flowchart. This record can be used when reviewing the model study to judge its quality.

The most important QA principles incorporated in the KB are:

1. The five modelling steps conclude with a formal dialogue between the modeller and manager, where activities and results from the present step are reported, and details of plans for the next step (a revised work plan) are discussed.
2. External reviews are prescribed as the key mechanism of ensuring that the knowledge and experience of other independent modellers are used.
3. The KB provides public interactive guidelines to facilitate dialogue between modellers and the water manager, with options to include auditors (reviewers), stakeholders and the public.
4. There are many feedback loops, some technical involving only the modeller, and others that may require a decision before doing costly additional work.
5. The KB allows performance and accuracy criteria to be updated during the modelling process. In the first step the water manager’s objectives and requirements are translated into performance criteria that may include qualitative and quantitative measures. These criteria may be modified during the formal reviews of subsequent steps.
6. Emphasis is put on validation schemes, i.e. tests of model performance against data that have not been used for model calibration.
7. Uncertainties must be explicitly recognised and assessed (qualitatively and/or quantitatively) throughout the modelling process.

MoST supports multi-domain studies and working in teams of different user types (water managers, modellers, auditors, stakeholders and members of the public). It contains an interactive glossary that is accessible via hyperlinked text. The key functionality of MoST is to:

1. Guide, to ensure a model has been properly applied. This is based on the Knowledge Base.
2. Monitor, to record decisions, methods and data used in the modelling work and in this way enable transparency and reproducibility of the modelling process.
3. Report, to provide suitable reports of what has been done for managers/clients, modellers, auditors, stakeholders and the general public.
4.4.3 Organisational requirements for QA guidelines to be effective

Modelling studies involve several parties with different responsibilities. The key players are modellers and water managers, but often reviewers, stakeholders and the general public are also involved. To a large extent the quality of the modelling study is determined by the expertise, attitudes and motivation of the teams involved in the modelling and QA process.

QA will only be successful if all parties actively support its use. The attitude of the modellers is important. NRC (1990) characterises this as follows: “most modellers enjoy the modelling process but find less satisfaction in the process of documentation and quality assurance”. Scholten and Groot (2002) describe the main problem with the Dutch Handbook on Good Modelling Practice as “they all like it, but only a few use it”. The water manager, however, has a particular responsibility, because he/she has the power to request and pay for adequate QA in modelling studies. Therefore, QA guidelines can only be expected to be used in practice if the water manager prescribes their use. It is therefore very important that the water manager has the technical capacity to organise the QA process. Often, water managers do not have individuals available with the appropriate training to understand and use models. An external modelling expert should then be sought to help with the QA process. However, this requires that the manager is aware of the problem and the need.

4.4.4 Performance criteria and uncertainty – when is a model good enough?

A critical issue is how to define the performance criteria. We agree with Beven (2002b) that any conceptual model is known to be wrong and hence any model will be falsified if we investigate it in sufficient detail and specify very high performance criteria. Clearly, if one attempts to establish a model that should simulate the truth it would always be falsified. However, this is not very useful information. Therefore, we are using the conditional validation, or the validation restricted to domain of applicability (or numerical universal as opposed to strictly universal in Popperian terms). The good question is then what is good enough? Or in other words what are the criteria? How do we select them?

A good reference for model performance is to compare it with uncertainties of the available field observations. If the model performance is within this uncertainty range we often characterise the model as good enough. However, usually it is not so simple. How wide confidence bands do we accept on observational uncertainties – ranges corresponding to 65%, 95% or 99%? Do we always then reject a model if it cannot perform within the observational uncertainty range? In many cases even results from less accurate models may be useful.

Therefore, the decision on what is good enough generally must be taken in a socio-economic context. For instance, the accuracy requirements to a model to be used for an initial screening of alternative options for location of a new small well field for a small water supply will be much smaller than the requirements to a model that is intended to be used for the final design of a large well field for a major water supply in an area with potential damaging effects on precious nature and other significant conflicts of interests. Thus, the accuracy criteria can not be decided universally by modellers or researchers, but must be different from case to case depending on how much is at stake in the decision to depend on the support from model predictions. This implies that the performance criteria must be discussed and agreed between the manager and the modeller beforehand.
Accuracy requirements and uncertainty assessments of model simulations are two sides of the same coin, just seen from two different perspectives, namely the water manager and the modeller. As all uncertainty cannot be characterised as statistical uncertainty (see Fig. 33 and Tables 2 and 3 in Subsection 4.3.1) it is also required to characterise accuracy requirements in qualitative terms. Furthermore the risk perception of the water manager and the stakeholders/public has to be considered. Therefore, involvement of stakeholders and public are most often required as an integrated part of this process (see also Section 2.1 and Figs. 1-2). According to the HarmoniQuA methodology stakeholder/public involvement is crucial at the beginning of a modelling project to frame the problem, define the requirements and assess the uncertainties (Henriksen et al., submitted).

This way of thinking is well in line with the principles behind some of the Water Framework Directive Guidance Documents. For example the Guidance Document on Monitoring (EC, 2003a) does not specify the levels of precision and confidence required from the monitoring programmes, but rather states that the precision and confidence level should be sufficient to enable a meaningful assessment of for instance the status of the environment and should be sufficient to achieve an acceptable risk of making the wrong decision. This obviously calls for uncertainty assessments and public participation to have a central role in the entire process, which pave the road towards making adaptive management an important part of the river basin management process (Pahl-Wostl, 2002).

4.4.5 Discussion – post evaluation

The ideas and concepts behind the HarmoniQuA guidelines ([12], [13]) summarised above have been inspired from previous QA guidelines. The novel contributions have been inspired both from previous research activities (including [4], [5], [6], [7], [9], [11]) and from participation in a large range of national and international consultancy projects. Without having been in this crossroad between the research world and the practical world for more than two decades this would not have been possible. I consider my most important contributions in this respect to be:

- The terminology and guiding principles behind the guidelines [12] are novel in their attempt to formulate a coherent approach that on the one hand has a solid scientifically philosophical foundation and on the other hand can be useful for practitioners. In the very controversial issue of model validation, where there has been almost a deadlock between different schools with respect to whether validation at all is possible, the philosophy of conditional validation is novel.
- The major novelty of the HarmoniQuA approach does not lie in its guidance on model technical issues, but on its emphasis and more elaborate focus on the dialogue between modeller, water manager, reviewer, stakeholders and the public. In addition, there are novel elements on the large emphasis on uncertainty assessments throughout the modelling process and model validation. Finally, the emphasis on model reviews allows bringing in subjective knowledge and experience in the QA process.

Both the HarmoniQuA guidelines and other recent good modelling practise guidelines have been deeply rooted both in the scientific community and among practitioners ([13]). As a comparison, ideas originating alone from the natural science community, such as the suggested Code of Practise on performing uncertainty analysis by Pappenberger and Beven (2006), are typically limited to valuable contributions on model technical issues, while they often do not consider the broader aspects of the modelling process such as the involvement of water managers and stakeholders.
5 Conclusions and Perspectives for Future Work

5.1 Summary of Main Scientific Contributions

The contributions to scientific knowledge in the papers of the present thesis are discussed in the previous chapters. The main contributions have been in the following five areas:

1. **New conceptual understanding and code development.** The Suså model ([1], [2]) was based on a new conceptual understanding of the surface water/groundwater interaction in moraine catchment. The code and its application brought new insight regarding the effect of groundwater abstraction on streamflow in catchments with such hydrogeological characteristics.

2. **Model validation.** The adoption and adaptation of rather rigorous principles for model validation and the examples of their application both for lumped conceptual and distributed physically based models is a cornerstone in my research. This work was first published in [6] and [7] and later brought into a broader modelling framework in [12] and [13]. In particular the introduction of the term ‘conditional validation’ in [7] and the outline of its scientific philosophical basis in [12] is novel.

3. **Scaling.** The publications focussing on scaling ([7], [10]) presents ideas crystallised from work with scaling problems in many modelling studies ranging from point scale to thousands of km². The later framework, outlined in Section 4.1 above does not in any way ‘solve’ the scaling problem but contributes to clarifications on applicable methodologies with focus on their respective assumptions and limitations.

4. **Uncertainty assessment.** During the past decade a considerable part of my research work has focussed on uncertainty aspects. I consider my main contributions in this respect to be the introduction of the broader uncertainty framework integrated into the modelling framework ([13], [14]) and the work with model structure uncertainty ([15]).

5. **Modelling protocols and guidelines for quality assurance in the modelling process.** The modelling protocol in [7] and the later and more comprehensive one presented as part of the guidelines for quality assurance in the modelling framework in [13] are a formalisation of experience and practises that have gradually emerged over the years. The novel elements in [13] are the emphasis on (a) the interactive dialogue between modeller, water manager, reviewer, stakeholders and the public; (b) uncertainty assessments throughout the modelling process; (c) model validation; and (d) experience and subjective knowledge introduced through external model reviews.

These main contributions to scientific knowledge would, however, not have been possible without the experience and insight gained in modelling studies ranging from point scale ([3]) to large catchments ([4], [5], [8], [9], [11]).
5.2 Modelling Issues for Future Research

Hydrological modelling has developed significantly during the three decades I have worked in this field. I started with editing punch cards and could only run one simulation per day (overnight) using model codes that today are considered small and simple. Since then, comprehensive new knowledge has been build into model codes and into the methodologies used in the modelling process.

During the process of writing this thesis, where I had to review my older publications, it was interesting to note the gradual change in research focus. The first decade my research focused on development of new codes. During the second decade more general methodological problem areas such as scaling and model validation were addressed. Towards the end of the third decade the emphasis is now on the broader issues such as uncertainty assessment and quality assurance frameworks for the entire modelling process, and the interaction between the modelling and the water management processes. While this no doubt is affected by personal and career developments, it also reflects a general trend. We are no longer satisfied with being able to produce beautiful simulations with sophisticated new model codes; we also want to evaluate the credibility of such simulations and to apply them in real-world water management decisions.

Certainly I did not foresee this development three decades ago. On this background it is therefore not wise to make long range forecasts on what we can expect as the key issues for future modelling research. Hence, the following list should not pretend to cover all the most important research issues for modelling during the coming many years. It rather presents a list of issues which I, seen from the perspective dealt with in the present thesis, consider the presently most important and fundamental problems requiring more research during the coming years.

1. **Improved representation of heterogeneity in reactive transport modelling.** There will always be a need to improve our conceptual understanding of hydrological processes. It appears that, whereas we have had some success with prediction of flows and hydraulic heads, the existing paradigms in hydrological modelling are not good enough to simulate concentrations of conservative and reactive contaminants. Flows and hydraulic heads are much less depending on heterogeneity than concentrations, and it will be necessary to include heterogeneity much more explicitly in the modelling than done until now. Examples of areas, where this is important, include simulation of transport and fate of contaminants in aquifers and simulation of the stream-aquifer interaction governed by processes in river valleys.

2. **Utilisation of new data types.** Whenever possible we should try to make use of new data types. New techniques for collecting satellite data on surface conditions and geophysical data on subsurface features are promising and have not been fully exploited yet. We can hope and expect that better techniques will be developed during the coming years. Thus, it is not unrealistic in some years to have improved data providing both a much better spatial resolution of catchment/aquifer properties and on-line information on state variables. The improved spatial resolution can help us give a better representation of heterogeneities in models (see above), while on-line information provide interesting potentials for improved management. In order to utilise on-line data optimally new and improved data assimilation (updating) techniques will be required.
Model structure error. Probably the most important single issue related to uncertainty of model predictions is how to assess uncertainty caused by model structure error. It is important, because the most interesting fields of model applications deal with assessments of the effects on the ecosystem of human activities. And it is at the same time fundamentally difficult, because we in such situations are using models beyond the situations, where we can test the model performance against field data. I consider the framework based on multiple conceptual models ([15]) only to be a very first beginning in this respect.

Uncertainty and credibility of modelling in relation to water resources management. Uncertainty assessments of model predictions are crucial for a sound use of models in water resources management in practise. Model predictions without uncertainty assessments correspond to only presenting a (minor) part of the available information. Uncertainty in relation to water resources management in practise is not confined to statistical uncertainty. It is also required to include aspects of qualitative uncertainty and ignorance. Furthermore, uncertainty must be seen in a broad socio-economic context where stakeholder and policy views are taken into account. There are many future challenges on this multi-disciplinary road. How do we ensure that models incorporate the best available information and adequately address the issues and the priorities set by water managers and stakeholders? How should we translate objectives and requirements formulated in qualitative language by water managers and stakeholders to accuracy criteria for a modelling study? And how should we compile and present uncertainties from a modelling study in a way that is understandable by non-modellers? Some of these questions are likely to be answered within the context of new water management paradigms such as adaptive management.
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